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ABSTRACT: Material dissolution is a critical attribute of many
products in a wide variety of industries. The idealized view of
dissolution through established prediction tools should be reconsidered
because the number of new substances with low aqueous solubility is
increasing. Due to this, a fundamental understanding of the dissolution
process is desired. The aim of this study was to develop a tool to predict
crystal dissolution performance based on experimentally measurable
physical parameters. A numerical simulation, called the phase-field
method, was used to simultaneously solve the time evolution of the
phase and concentration fields of dissolving particles. This approach
applies to diffusion-limited as well as surface reaction-limited systems.
The numerical results were compared to analytical solutions, and the
influence of particle shape and interparticle proximity on the dissolution
process was numerically investigated. Dissolution behaviors of two different substances were modeled. A diffusion-limited model
compound, xylitol, with a high aqueous solubility and a surface reaction-limited model compound, griseofulvin, with a low aqueous
solubility were chosen. The results of the simulations demonstrated that phase-field modeling is a powerful approach for predicting
the dissolution behaviors of pure crystalline substances.
KEYWORDS: diffusion, dissolution process, crystal, interface velocity, numerical model, surface reaction, phase-field simulation

1. INTRODUCTION
The dissolution process is the basis of many process
technologies ranging from synthesis to formulation and final
performance. Modeling the dissolution process using conven-
tional models is often insufficient when predicting the behavior
of particles with nonspherical geometries, anisotropic systems,
as well as clusters of particles in close proximity to each other
or particle size distributions. Numerical approaches can be
applied to overcome these limitations.
In this work, the phase-field method, which is a commonly

used method for simulating phase boundaries (especially for
metals), was adapted to simulate the dissolution of common
pharmaceutical compounds in gently agitated systems. The
method was compared to the Hixson−Crowell model and
another analytical model derived for surface-reaction-limited
substances to show consistency with well-established ap-
proaches, and additional capabilities of the phase-field method
were demonstrated.
The phase-field method treats a solid−liquid system as a

continuum and models the entire system, including the
boundary between the two phases, as a scalar field in which
the phase varies smoothly between perfectly ordered in the
solid to perfectly disordered in the liquid.

The phase is described by a nonconserved order parameter
(Φ), which is a function of space and time.1−3 It is a
continuous variable and ranges from a value of 0 in the liquid
to a value of 1 in the solid. Figure 1a illustrates the continuous,
smooth transition of the phase-field variable between the solid
and liquid across the diffuse, solid−liquid interface. An
advantage of this approach over sharp-interface models is the
avoidance of a moving boundary at the interface, the so-called
Stefan problem.4,5

In addition to modeling the phase, a multicomponent
system requires that the concentration field also be accounted
for, and indeed, the concentration field is directly coupled to
the phase field. Herein, a binary system of a solute and a
solvent is considered. As shown in Figure 1b, the diffusion
process starts at the interface between the solid and liquid
phases. Diffusion occurs in both directions�that is, from
solute into the solvent as well as from liquid into the solid�
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and is captured by the phase-field model. However, for the
dissolution process of many crystalline materials in water, the
diffusion of the water into the crystal can be neglected.
In this case, as the solid solute transforms into the liquid

state through solvation, the solute then diffuses over time, t,
into the solvent. In this paper, the concentration is expressed in
terms of the weight fraction, which varies from zero (pure
solvent) to one (pure solute). The link between diffusion and
phase transition is the phase variable. As the solvent disrupts
the crystal lattice of the solute at the interface, the resulting
phase change across the diffuse interface is the source for the
mass transport of the solute into the solvent. An advantage of
this method is that no diffusion layer with sharp boundaries
must be implemented, and modeling of the opposite
phenomenon, crystallization, is possible as well using the
same model.
In the literature, references with different focuses on the

dissolution process can be found. It ranges from intrinsic
dissolution experiments6 of single crystal dissolution7,8 to
analytical equations for predicting dissolution process9−17 and
numerical models.18−23 Nevertheless, the basis of these
experiments, calculations, and models is the dissolution
behavior of each single substance used for these formulations.
However, previous work has shown that the dissolution
behavior of drugs is not limited only by diffusion and
convection. For some substances, the phase transition, or the
surface reaction, is the limiting factor of the dissolution
kinetics.15,24

In this work, the phase-field approach was used to describe
the dissolution behavior of single, crystalline particles. The
approach was compared to the Hixson−Crowell law for a
diffusion-limited substance. For surface reaction-limited ma-
terial, the phase-field simulation was compared to the analytical
solution of a corresponding, derived equation. As a proof of
concept, the ability of the phase-field method to be used to
study systems beyond the scope of the Hixson−Crowell
model, such as systems with nonspherical particles and clusters
of particles, was also demonstrated.

2. MATERIALS
To ensure that the simulation captured a wide range of
dissolution behavior, two model substances were chosen�one
diffusion-limited substance (xylitol, Xylisorb 300, Roquette
GmbH, Lestrem, France) and one surface reaction-limited
substance (griseofulvin, Hawkins Inc., Roseville). Deionized
water was used for surface tension and saturation concen-
tration measurements.

3. METHODS
3.1. Numerical Setup. The simulation was performed in

python 2.6.6 (Python Software Foundation, Wilmington)

using the finite volume, partial differential equation solver,
and Fipy 3.0.1.25 A linear LU solver was used to simultaneously
solve the partial differential equations used to model the
system. All simulations were run on a DELL PowerEdge R720
computer (Dell Technologies Inc., Round Rock, TX) equipped
with thirty-two, 2.00 GHz, Intel Xeon E5-2640 processor cores
(Intel Corp., Santa Clara) and 64 GB of RAM. The total
computational time took about 2 days for each dissolution
simulation.
3.2. Interface Velocity. The interface velocity, vn, is the

speed and direction in which the interface moves during
dissolution (or crystallization). Herein the interface velocity is
defined as positive in the direction of growth and is given as
the ratio of the surface reaction coefficient, kSR, and the phase
transition zone thickness, δSR.26

J

w
k

vn
SR
w

solid solid

SR

SR·
= =

(1)

The interface velocity of the sugar alcohol, xylitol, and the
substance, griseofulvin, was determined with dissolution
experiments conducted in a laminar flow channel.26 For each
substance, deionized water (37 °C) was used and sink
conditions were maintained (w(t) < 0.1 ws). Measurements
were made in triplicate at four Reynolds numbers between 50
and 346, while the mass flux was determined from at least four
data points. The surface reaction mass flux JSRw of griseofulvin
was measured at four Reynolds numbers and used to calculate
the interface velocity, vn, using eq 1.
Since xylitol behaved as a highly diffusion-limited substance,

no surface reaction mass flux was measurable. However, a pure
diffusion mass flux JDw was used to estimate the minimum
interface velocity of xylitol.
3.3. Melting Temperature and Enthalpy. Pure sub-

stance measurements were performed with differential
scanning calorimetry (DSC Q2000, TA Instruments, New
Castle). A sample size of approximately 10 mg was placed into
a 40 μL aluminum pan. The cover of the pan was crimped with
a punctured lid. The thermogram was recorded using heat
rates of 1, 3, and 10 K·min−1. The investigated sample was
heated up from 223 to 413 K for xylitol and 273 to 523 K for
griseofulvin, respectively. Three repetitions were performed for
each measurement. The melting temperatures and enthalpies
were extrapolated to 0 K·min−1 heating rate and used in
subsequent calculations.
3.4. Free Surface Energy. Deionized water as a polar fluid

and methylene iodide as a nonpolar fluid were used to measure
the static contact angles between these fluids and the two
model compounds, xylitol and griseofulvin. For each
compound, 10 biplane tablets with a diameter of 5 mm and
a weight of 300 ± 10 mg were produced. A single punch press
(EK0, Korsch AG, Berlin, Germany) with a force of 5, 10, 15,

Figure 1. Graphical interpretation of the phase-field variable (a) and the diffusion process (b).
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20, and 25 kN was used. A drop of each fluid was placed by the
drop shape analyzer (G40, Krüss GmbH, Hamburg, Germany)
on the surface, and the contact angle was measured
automatically after 1 second by the Krüss analysis software.
Based on the contact angle measurements from both liquids,
the surface tension between the solid substances and water was
calculated via the Young equation and the model from Owens
and Wendt.27

3.5. Saturation Concentration and Slope of the
Liquidus Line. The saturation concentrations of xylitol and
griseofulvin were measured at dissolution temperatures of 293,
303, 310, 318, and 323 K. First, a supersaturated solution of
the model compound powder in water was created. The
solution was then stored for 48 h at the corresponding
temperature. Samples, n = 3 per temperature and substance,
were taken and filtered using a 0.45 μm syringe filter. All
samples were diluted with deionized water to reach the
corresponding calibration region. Using the refraction index,
the concentration of xylitol samples could be determined with
a refractometer (90204, Carl Zeiss AG, Oberkochen,
Germany). The adsorption of griseofulvin was measured with
a UV/Vis spectrometer (Biomate 3, Thermo Fischer Scientific,
Waltham). Afterward, the saturation concentration and the
slope of the liquidus line28 could be calculated. However, due
to its low aqueous solubility, the measured slope of the liquidus
line from griseofulvin could only be determined for a narrow
concentration range. The experimentally measured and
calculated simulation parameters used are summarized in
Table 1.

4. RESULTS AND DISCUSSION
4.1. Theoretical Framework. The dissolution process is

divided into two parts. The crystal must first undergo a phase
transition from the solid state into the liquid state, which
occurs through the disruption of the crystal lattice at the
interface by the solvent molecules. As the solvent diffuses into
the disrupted lattice, the liquefied solute then diffuses into the
surrounding solvent. Convection, if present, increases the mass
transport in the solvent. The phase transition can be simulated
numerically with the phase-field method.2

Previous investigations found in the literature modeled
spinodal decomposition of alloys.32−34 Here, pure substances
as well as multicomponent systems were examined.35 Besides
this, the phase-field method is mainly used in materials science

to investigate solidification processes in metal melts and alloys.
Beckermann et al. presented a model for simulating the
microstructural evolution during solidification in binary alloys
by incorporating convection in the liquid melt. Here, the
evolution equation of the phase field was derived using a
geometrical approach based on the Gibbs−Thomson equation.
In contrast, Boettinger et al.2 derived the phase evolution
equation using a thermodynamic description based on the
continuum equations from Allen−Cahn and Cahn−Hill-
iard.33,36 This model is used in many works to model
phenomena such as solute trapping,37 dendritic growth,38

eutectic two-phase cell formation,39 and formation of equiaxed
dendritic grain structure.40 Zhou and Powell41 simulated
polymer membrane phase separation during immersion
precipitation using a ternary Cahn−Hilliard model in which
the homogeneous Flory−Huggins energy function was
implemented. The calculated two- and three-D models provide
deeper insight into the immersion precipitation process.
In pharmaceutical materials science, however, the very

promising phase-field approach is not yet well established as a
useful tool despite its very powerful capabilities demonstrated
in other fields.42 One of the very few pharmaceutics examples
is work published by Saylor et al.21 in 2007, wherein the release
behavior of controlled drug-release systems was modeled. In
this work, a three-component system consisting of a solvent,
drug, and polymer was modeled based on the thermodynamic
approach described in Boettinger’s review.2

Existing analytical approaches for the description of crystal
dissolution like Fick’s laws of diffusion, the Noyes−Whitney
equation, the Hixson−Crowell cubic root law, and the Higuchi
equation have been widely used in pharmaceutics.43,44

However, they do not account for particle shape, proximity
to other particles, or surface reaction effects. This was
addressed using the phase-field method within this study.
The physical basis of the dissolving process for a crystal is

cooling curves, originally used for phase diagram construction,
which can be calculated by the Gibbs free energy of mixing.
Phase-transformation processes such as melting or crystal-
lization are driven by the change in free energy.45 The
conditions required for this are defined by the current state of
the system and its equilibrium state, where the equilibrium
state is characterized by the minimum of the free energy
functional of the system.45,46

According to Beckermann,1 the Gibbs−Thomson equation
for an isotropic, binary system can be used. Normally this
relation is utilized to describe a local thermodynamic
equilibrium at the interface. However, during dissolution, the
evolution of the phase in space and time means this is a
nonequilibrium process, so a kinetic term must be included.46

This kinetic term accounts for the movement of the interface
during dissolution and is characterized by the interface
velocity, vn. From Beckermann’s description, the phase evolves
as

t
vn= | |

(2)

The interface velocity is given by

v T T m w
k1n k m l

Ä
Ç
ÅÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑÑ=

+ (3)

Here, μk is the interface mobility, Tm−T is the constitutional
undercooling where Tm is the melting temperature of the pure

Table 1. Experimental and Calculated Simulation
Parameters for Xylitol, Griseofulvin, and Water

parameter xylitol griseofulvin

molar volume [m3·mol−1] 1.00 × 10−4 2.52 × 10−4

melting temperature [K] 366 489
melting enthalpy [J g−1] 256 96.04
system temperature [K] 310
diffusion coefficienta [m2·s−1] 9.63 × 10−10 7.09 × 10−10

surface tension solid/water [J·m−2] 1.02 × 10−2 1.86 × 10−2

interfacial thickness [m] 5.5 × 10−9 1.0 × 10−9

slope of the liquidus line [K] 97.96 3.58 × 107

solubility [−] 0.80 2.18 × 10−5

interface velocity [m·s−1] −5.85 × 10−7 −5.25 × 10−10

Sherwood numbera [−] 0.95 79
aCalculated via Stokes−Einstein equation29 and Sherwood correla-
tions.30,31
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substance and T is the temperature of the system, ml is the
slope of the liquidus line, Φ is the phase order parameter, w is
the averaged weight fraction, k is the partition coefficient, Γ is
the Gibbs−Thomson coefficient, and κ is the curvature of the
interface. Expanding the curvature leads to the extended phase-
field expression

t

T T m w
k

(1 )(1 2 )

1
(1 )

l

k
2

SR
2

k m
SR

i
k
jjjjj

y
{
zzzzz

i
k
jjj y

{
zzz

= +

+
+

(4)

Here, δSR is the characteristic thickness of the interface. The
phase change over space and time is related to the interface
mobility μk, as well as an interfacial tension term that opposes
the phase change. The description given by eq 4 gives rise to a
smooth but well-defined interface with the thickness δSR. The
second term of eq 4 is the thermal driving term and is the
counterpart to the interfacial tension term. It forces the solid to
change its phase due to the undercooling in the system.46

In the dissolution process, the phase change over space and
time is coupled to the concentration field. In Beckermann’s
approach, the continuity equation for a multicomponent
mixture47 is used

w
t k

v w

D w
k w
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This equation shows the temporal change in concentration
over space, and time is a function of a convection term,

( )v w
k

(1 )
(1 ) L· + , where vL is the velocity of the fluid and w

is the mass fraction of the solute, and a diffusion term,

D w k w
k

(1 )
(1 )

Ä
Ç
ÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑ· + + , where the D̃ is the phase averaged

diffusivity. The diffusion term is a function of the gradient of
the concentration field, ∇w (Fickian diffusion), and the
gradient of the phase field, ∇Φ, which is the driving force for

diffusion caused by the phase gradient across the solid−liquid
interface.
Since the velocity vector field was not resolved in this work,

the velocity of the fluid, vL, was set to zero. Instead, the mass
transport due to convection was modeled in terms of an
effective diffusion term, D̃Sh∇w, where Sh is the Sherwood
number. This term was added to the Fickian diffusion term,
D̃∇w, leading to

w
t

D Sh w
k w

k
(1 )

(1 )
(1 )

Ä

Ç
ÅÅÅÅÅÅÅÅÅ

É

Ö
ÑÑÑÑÑÑÑÑÑ
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The advantage is that the influence of convection on the
dissolution process can be approximated without knowing the
velocity vector field of the fluid. The diffusive flux can be
understood as a sink or source term that is directly related to
the surface reaction accounted for by the term k w

k
(1 )

(1 ) + .

Via this term, eq 6 is coupled to eq 4, which governs the
evolution of the phase field. It is noted here that eqs 4 and eq 6
are geometrical descriptions that correspond to the Allen−
Cahn and Cahn−Hilliard equations, respectively, explained in
detail by Boettinger.2 In eqs 4 and eq 6, all critical simulation
parameters could be experimentally measured or calculated via
well-established methods and relations (see Table 1).
4.2. Comparison of Phase-Field Simulation. Initial

investigations were conducted to compare the phase-field
results to analytical solutions. Dissolution experiments in the
flow channel (see Section 3.2) indicated diffusion-limited
dissolution behavior for xylitol, so xylitol was chosen as a
model compound because its dissolution behavior is readily
described by the Hixson−Crowell cube root law given by

m m
D c c

t
( ) (4 /3)

0
1/3

R
1/3 s

D

1/3

s
2/3= · ·

(7)

Here, the remaining particle mass, mR, is a function of the
initial particle mass, m0, the diffusion coefficient, D, the
diffusion layer thickness, δD, the density of the solute, ρs, and
the dissolution time, t. However, eq 7 assumes a spherical
particle, the three-dimnsional (3D) nature of which requires
considerably higher computing resources. However, as this was
a preliminary study, a two-dimensional version of the law was
derived for an isotropic cylinder that dissolved only over its

Figure 2. Selection of time points of the phase and weight fraction profile of a circular, isotropic, 150 nm starting diameter, diffusion-limited (a)
and surface reaction-limited (b) crystal in water (Re = 100, ϑ = 37 °C).
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lateral surface. This is more easily simulated since the cylinder
is equivalent to a circle in the simulation. The main advantage
of this is the much faster computational time along with a
simple, homogeneous, and reproducible mesh. The obtained
numerical model can be expanded with little effort.
Accordingly, in two dimensions, the Hixson−Crowell law
reduces to

d d
D w

t
2

0
s

D
=

· ·
·

(8)

The resulting equation describes a cylinder dissolved under
sink conditions over its lateral surface and is referred to herein
as the two-dimensional (2D) diffusion model. Here, the
remaining particle diameter, d, is a function of the initial
diameter, d0, the diffusion coefficient, and the solubility limit in
terms of the weight fraction, ws.
A corresponding equation had to be derived for the poorly

soluble, surface reaction-limited compound. This equation
must describe the reduction of the particle diameter over time
due to the kinetics of the surface reaction. Using the interface
velocity given by eq 1, eq 8 can be rewritten for surface
reaction-limited compounds as

d d
k w

t d v w t
2

2 n0
SR solid

SR
0 solid= · · · = · · ·

(9)

This model is referred to herein as the 2D surface reaction
model. The analytical solutions of these well-known analytical
models were compared to the results from the numerical
simulations.
Figure 2 shows the corresponding phase and concentration

fields for a single particle of xylitol and griseofulvin dissolving
in water. Here, an isotropic, circular, two-dimensional, slightly
agitated particle, with an initial diameter of 150 nm, dissolving
in water at 37 °C was simulated. The simulation space was 400
× 400 nm, and the midpoint of the particle was initialized at
the center.
A simultaneously evolving phase field and concentration

field could be observed. The pure, solid-state crystal is
represented by a phase and mass fraction of 1 (red). The
phase transitions smoothly, albeit rapidly, over a transition

zone from the solid state to the liquid state, which is
represented by a phase value of 0 (blue). The transition zone
can be observed in Figure 2 as a thin, light-colored ring around
the red particle.
The diffusion (eq 6) is coupled to the phase reaction (eq 4),

so as the solid liquifies across the transition zone, the mobility
of the solute dramatically increases, resulting in rapid diffusion
into the solvent. Based on the Dirichlet (fixed value) boundary
conditions45 of w = 0 at the edges of the domain, the dissolved
solute was rapidly transported out of the system. This can be
seen in Figure 2, where red corresponds to pure solute (w = 1)
and green corresponds to pure solvent (w = 0). The thin, dark
ring around the particle in the concentration fields corresponds
to the transition zone where the diffusivity and convection
dramatically increase leading to rapid mass transport from the
surface of the particle into the solvent and out of the system
across the boundaries of the domain. As the simulation
progressed, the particle shrank. That is, the transition zone of
the phase field receded toward the center of the particle with
the concentration field tracking closely.
Figure 3 shows the plotted dissolved fraction of the particle

diameter from a phase-field simulation as a function of the
simulated time. Simulation results for xylitol were in excellent
agreement with the 2D diffusion model (eq 8) for xylitol
(Figure 3a). The total dissolution time of the simulated 150
nm diameter xylitol particle was 0.35 s.
To validate the presented phase-field simulation, a model

substance that exhibited surface reaction-limited dissolution
behavior was needed. Previous work by the authors
demonstrated that the substance griseofulvin met this require-
ment.26 A relatively sharp interface between the solid and
liquid was required for this substance, so an interfacial
thickness of 1 nm corresponding to the spatial resolution of
the simulation was used. This is consistent with the
hydrophobic behavior of griseofulvin since it implies a very
limited ability of the solvent to penetrate the crystal.48

Excellent agreement with the 2D surface reaction model (eq
9) was observed. The total dissolution time of the simulated
150 nm diameter griseofulvin particle was 140 s.
4.3. Influence of Particle Shape on Dissolution

Process. The first application of the phase-field simulations

Figure 3. Dissolved fraction of a circular, isotropic, 150 nm starting diameter, diffusion-limited particle (a) and surface reaction-limited (b) crystal
in agitated water (Re = 100, ϑ = 37 °C) as a function of time. Simulated data using the phase-field method (○) are shown in conjunction with the
analytical model results (−). The 2D diffusion model was compared to xylitol, and the 2D surface reaction model was compared to griseofulvin.
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presented herein is the investigation of the influence of particle
shape with respect to the dissolution kinetics under the
aforementioned simulation conditions (see Section 4.2). For
both substances�diffusion-limited xylitol and surface reaction-
limited griseofulvin�a square, an equilateral triangle, and a
rectangle with an aspect ratio of 5:1 were initialized.
Figure 4 shows the dissolved fraction as a function of the

simulated dissolution time of these particles. The differently
shaped particles were initialized to have an equivalent initial
area equal to the initial area of the 150 nm starting diameter,
circular particles in the comparison experiments (see Section
4.2). It could be observed that the dissolution time reduced
with increasing initial circumference for both substances. The
rectangular particle especially exhibited a significantly lower
total dissolution time. Compared to the circular particles, the
rectangular particle dissolved 1.8 times faster for the diffusion-
limited compound and 1.2 times faster for the surface reaction-
limited compound. Dissolution occurred predominantly along
the long sides of the rectangles.
4.4. Influence of Interparticle Proximity on the

Dissolution Process. The second application of phase-field

simulation is the investigation of the influence of interparticle
proximity on dissolution kinetics. In other words, how does
placing particles in close proximity to each other influence the
dissolution process? For both model compounds, three
partially overlapping, circular particles were simulated and
compared to the results of the corresponding single particle.
The results for xylitol are shown in Figure 5. Initially, the

single particle dissolves more quickly than the three over-
lapping particles. However, the dissolution curves converge
toward the end of the dissolution processes resulting in similar
total dissolution times. The retarded dissolution kinetics of the
multiparticle system can be explained due to the lower amount
of exposed interface between the solid and solvent. A change in
particle shape was also observed in which the concave corners
evolved to form a smooth envelope encompassing all three
particles. This change is driven by the system reducing its total
surface free energy by reducing the total interfacial area.
The phase field also shows that the surface of the particles

forming the interstice between the three particles began to
dissolve, and the concentration increased in the trapped
solvent until the necks between adjacent particles pinched off

Figure 4. Simulation results showing dissolved fraction as a function of time of circular, triangular, square, and rectangular isotropic particles for
diffusion-limited (a) and surface reaction-limited (b) crystals in agitated water (Re = 100, ϑ = 37 °C).

Figure 5. Selection of time points of the phase and weight fraction profile (a) and dissolved fraction (b) of diffusion-limited crystals in close
proximity in agitated water (Re = 100, ϑ = 37 °C).
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exposing the interstice to the bulk solvent. Once the shielded
interior was exposed, the now separate particles rapidly
dissolved with no interference from each other.
For the surface reaction-limited compound, griseofulvin, a

smooth envelope formed around the three particles in the
same manner as observed with the xylitol particles, but a
different effect was observed in the interstitial region (Figure
6). At the center of the structure (interstice), the solvent
supersaturated and solidified.
Similar to xylitol, the dissolution kinetics of the three-

particle system were also initially retarded for griseofulvin in
comparison to a single particle but converged with the single-
particle dissolution profile resulting in a very similar total
dissolution time.
These simulations demonstrate that the phase-field method

is a versatile tool that can predict the dissolution process of
different particle shapes for both diffusion-limited and surface
reaction-limited substances. Additionally, it can also be used to
investigate the effect of interparticle proximity on dissolution
kinetics.

5. CONCLUSIONS
A phase-field method was developed to investigate the
dissolution behavior of crystalline particles in which all critical
parameters could be determined. The dissolution behavior of
circular, isotropic crystals in water at 37 °C was simulated for
two substances�a diffusion-limited compound and a surface
reaction-limited compound. Excellent agreement of the phase-
field simulations with derived analytical models was observed.
Additionally, the influence of the particle shape and

interparticle proximity was investigated. As expected, the
dissolution time depended on the initial circumference of both
substances. Also, it was demonstrated that dissolution effects
resulting from solvent inclusions and shape changes during the
dissolution process could be investigated using the phase-field
method.
This technique of modeling the dissolution behavior of

crystalline substances is a powerful tool to investigate both
diffusion-limited and surface reaction-limited dissolution
behavior. Additionally, as a numerical approach, it can be
readily extended to investigate the dissolution behavior of

particle size distributions, more complex particle shapes,
anisotropy, and multicomponent formulations.
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the liquidus line (K); mR, remaining mass (kg); Sh, Sherwood
number; T, temperature (K); Tm, melting temperature (K); t,

Figure 6. Selection of time points of the phase and weight fraction profile (a) and dissolved fraction (b) of surface reaction-limited crystals in close
proximity in agitated water (Re = 100, ϑ = 37 °C).
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time (s); vn, normal interface velocity (m·s−1); vL, velocity of
the fluid (m·s−1); w, weight fraction (kg·kg−1); ws, weight
fraction at the solubility limit (kg·kg−1); wsolid, weight fraction
of the solid (kg·kg−1); Γ, Gibbs−Thomson coefficient (m·K);
δD, diffusion layer thickness (m); δSR, interfacial thickness (m);
κ, curvature (m); μk, linear kinetic coefficient (K·s·m−1); ρs,
density of the solute (kg·m−3); ρsolid, density of the solid (kg·
m−3); Φ, phase; ϑ, temperature (°C)
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