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ABSTRACT: A method is presented for prediction of the systemic drug concentration profile from in
vitro release/dissolution data for a drug formulation. The method is demonstrated using four different
tablet formulations containing 200 mg carbamazepine (CZM), each administered in a four way cross-
over manner to 20 human subjects, with 15 blood samples drawn to determine the resulting concentra-
tion profile. Amount versus time dissolution data were obtained by a 75 rpm paddle method for each
formulation. Differentiation, with respect to time, of a monotonic quadratic spline fitted to the dissolu-
tion data provided the dissolution rate curve. The dissolution curve was through time and magnitude
scaling mapped into a drug concentration curve via a convolution by a single exponential, and the
estimated unit impulse response function. The method was tested by cross-validation, where the in vivo
concentration profiles for each formulation were predicted based on correlation parameters determined
from in vivo– in vitro data from the remaining three formulations. The mean prediction error (MPE),
defined as the mean value of 100% x(observed−predicted)/observed was calculated for all 240
cross-validation predictions. The mean values of MPE were in the range of 10–36% (average 22%) with
standard deviations (S.D.s) in the range of 9–33% (average 13%), indicating a good prediction perfor-
mance of the proposed in vivo– in vitro correlation (IVIVC) method. Copyright © 2000 John Wiley &
Sons, Ltd.
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Thus, the necessity for a tool to reliably correlate
in vitro and in vivo drug release data has in-
creased many-fold. Such a tool would shorten
the drug development period and economize the
resources.

A novel IVIVC analysis methodology is pre-
sented, aimed at establishing predictive, level-A
type correlation, enabling drug level profiles to
be predicted from in vitro dissolution data. The
use of a general representation for the in vivo
and the in vitro drug transport functions facili-
tates the applicability of IVIVC analysis. Modern
system analysis principles [3,4], such as convolu-
tion and deconvolution, are employed in the
analysis to make it as general and comprehen-
sive as possible.

Introduction

One of the challenges of biopharmaceutics re-
search is correlating in vitro drug release infor-
mation of various drug formulations to the in
vivo drug profiles. Limited research has been
performed in establishing a predictive in vivo– in
vitro correlation (IVIVC) [1,2]. Descriptive analy-
sis has been used most frequently to compare in
vitro and in vivo results. With better understand-
ing of the effect of the slow release of a drug on
the ultimate therapeutic requirements, focus has
been directed on drug formulation development.
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Theory

The IVIVC analysis method in this work makes
use of the following in vitro to in vivo prediction
model:

c(t)=s ·v ·u ·st ·r(st ·u ·t)� f ·e− ft�UIR(t) (1)

where: c(t)= in vivo drug concentration at time
t, s=scale parameter, v=amount unit conver-
sion factor, u= time unit conversion factor, st=
time scale parameter, r(t)= in vitro release rate
at time t, �=convolution operation, f=convolu-
tion mapping parameter, and UIR(t)=unit im-
pulse response function at time t.

The conversion factors (v, u) in the equation
are included to allow the in vivo and in vitro data
to use different measurement units. For example,
the in vitro release is frequently measured using
minutes, while in vivo drug level data typically
use hours as time units. The time scale parame-
ter, st, basically provides time-directed stretch-
ing, or contraction of the in vitro release rate
function r(t) to match the in vivo release rate.
The magnitude scaling via the scale parameter, s,
enables adaptation to differences in dose
amounts, or in the extent of in vivo release,
content uniformity or availability. The convolu-
tion operation with the exponential function pro-
vides basic shape changes in the mapping of the
in vitro drug release function. Finally, the convo-
lution with the unit impulse response function
(UIR) provides the additional mapping step to
produce the drug level profile, c(t).

If the UIR function is defined from an oral
solution, then the total expression preceding
UIR(t) in the above IVIVC model is simply the
rate of gastro-intestinal release. If the UIR func-
tion is defined from a direct, known vascular
input (e.g. iv bolus or infusion), then the preced-
ing expression is the rate of drug input (absorp-
tion) into the general systemic circulation.

If data from a known reference input (solution
or iv administration) are not available, then a
normalized drug input is evaluated, based on
drug disposition information extracted from ter-
minal drug level data. For drugs with a linear
disposition the drug level, c(t), and the rate of
systemic drug input, f(t), are linked together
through a convolution with the unit impulse
response, UIR(t):

c(t)= f(t)�UIR(t)
& t

0
f(t−u)UIR(u)du

The UIR is considered to be well described by a
sum of exponentials:

UIR(t)=% Aj e −aj t

If the input process is negligible in the terminal
phase (t\T), then the terminal drug level is
given by the expression:

c(t)=% A’j e−aj (t−T) (t\T)

where

A %j=
& T

0
eaj tf(t) dt

Comparison of the UIR and the terminal ‘post-
absorption’ phase reveals a great degree of simi-
larity between the two. In particular, the
exponential time coefficients (a) of the UIR are
preserved in the terminal phase.

The UIR analysis consists of two parts. Part
one extracts preliminary information about the
UIR from the terminal portion of the drug level
data. Part two determines the drug release/deliv-
ery from the whole dataset, by making use of
the UIR information obtained in part one as an
initial start in an iterative refinement procedure.
The method extracts the disposition information
(a) from the terminal drug level data by fitting a
hybrid spline to the terminal data points. This is
done in a two-step process.

In step one, the terminal drug level data used
for extracting the UIR information are deter-
mined. This is done by scanning the data back-
wards to identify the peak level data point that
precedes the terminal data. The terminal data
used in the initial analysis then consist of the
peak data point, together with its immediately
preceding point, and the data following the peak
point. In step two, the terminal data are fitted by
a hybrid least squares spline, s(t). The spline
consists of a quadratic polynomial, q(t), joined
together smoothly with a polyexponential ex-
pression at the knot time tk, i.e.:

s(t)=q(t)=k0+k1(t− tk)+k2(t− tk)2 (tB tk)

s(t)=% Aj e−aj (t− tk ) (t] tk)

Copyright © 2000 John Wiley & Sons, Ltd. Biopharm. Drug Dispos. 21: 1–6 (2000)
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The transition between the spline segments is
subject to two smoothness constraints; namely,
function value and derivative (slope) which re-
sult in the following equality constraints:

k0=% Aj

k1= −% ajAj

The spline function, s(t), defined above, is fitted
by least squares to the terminal data. The object
of the fitting process is to estimate the ‘post-
absorption’ phase, to estimate the disposition
parameters of the exponential UIR. This is done
iteratively by adjusting the parameters of the
quadratic segment, in addition to varying the
position (tk) where the segments are joined
together.

The fitting of the hybrid spline to the terminal
data also serves the purpose of estimating the
terminal inflection point, tflx, of the drug level
curve, which is automatically determined ac-
cording to the following definition:

s¦(tflx)=0

The tflx parameter is used initially to determine
approximately the ‘start’ of the disposition phase
(‘post-absorption phase’). Simulation studies,
using dimensionless analysis principles, have
shown that, in many cases, it is often a good
approximation to consider the disposition phase
region to be t\1.5 tflx. The exact determination
of the disposition phase region is not critical for
the analysis, nor is the determination of the a

parameters. The terminal analysis serves mainly
to provide an initial estimate for the a disposi-
tion parameters of the UIR. In fact, the final
estimates determined in part two of the analysis
may yield a values significantly different from
the ones determined in the preliminary terminal
phase analysis. This difference is commonly
caused by the ‘spillover’ of remaining drug in-
put into the terminal phase, which is not detri-
mental to the analysis.

The in vivo– in vitro mapping function (Equa-
tion (1)) is, subsequently, fitted by leased
squares to the in vivo drug level data. This is
done by iteratively adjusting the scaling parame-
ters s and st, and the convolution mapping
parameter f, while the in vitro release function,
r(t), previously determined, is kept constant.

Methods

The analysis is implemented in a Windows-
based computer program PC–IVIVC, which,
based on user supplied in vitro and in vivo data,
automatically performs the procedures described
in the ‘Theory’ section. The analysis is illustrated
using four different tablet formulations (A, B, C
and D) of Carbamazepine (CZM), of 200 mg
each, when no reference administration (e.g. iv
or oral solution) was available.

In vitro data and conversion to in vitro rate
function

Four different formulations of CZM (200 mg
each) were subjected to dissolution testing using
900 mL of 1% sodium lauryl sulphate in water,
at 75 rpm paddle speed. The in vitro release data
were, as typically seen, in the form of amount
versus time data. The data were converted into a
dissolution rate function by a non-parametric,
two-step process. The first step checks for incon-
sistent data points (i.e. non-monotonic data
points) that, if identified, are corrected by an
Iman–Konover monotonic regression procedure
[5]. The monotonic data are then fitted by an
interpolating, shape preserving (here monotonic)
quadratic spline. The quadratic spline, when dif-
ferentiated, provides the required rate function
r(t) that is used in the correlation function
(Equation (1)) in a time-scaled form.

In vivo data

The in vivo behaviour of the four formulations of
CZM was studied in 20 healthy volunteers,
using a four way cross-over design. Blood sam-
ples were collected at 0.5, 1, 2, 3, 4, 6, 8, 10, 12,
25, 49, 97, 121, 145 and 169 h.

The correlation parameters, which include f, st

and s, are estimated using the in vitro and in vivo
data from a particular tablet formulation. Subse-
quently, the in vivo drug level profiles resulting
from the remaining three formulations were pre-
dicted using the previously estimated correlation
parameters. This cross-validation prediction is
repeated for all the four formulations, and
among the 20 subjects. The goodness of fit of
each cross-validation predicted curve was deter-
mined by the mean prediction error (MPE) de-
fined as:

Copyright © 2000 John Wiley & Sons, Ltd. Biopharm. Drug Dispos. 21: 1–6 (2000)
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MPE=
%
n �Observed−Predicted�

Observed
n

·100

In this equation, ‘Observed’ is an observed CZM
concentration value, ‘Predicted’ is the cross-vali-
dation predicted value (curve value), and n is
the number of observed/predicted concentration
values in the subject receiving the particular
formulations. For example, three MPE values
can be calculated for each of the three predic-
tions in Figures 3–6. Accordingly, with 20 sub-
jects in the study, there are 3×20=60 MPE
values for each formulation, i.e. with four for-
mulations, the proposed method is tested using
240 MPE evaluations.

Results

Figure 1 presents the in vitro amount dissolved,
and rate of dissolution versus time data, in a

Figure 3. The in vivo predictions of formulation D, when the
mapping parameters were estimated from the formulations
A, B and C in a typical subject

Figure 4. The in vivo predictions of formulation A, when the
mapping parameters were estimated from the formulations
B, C and D in a typical subject

Figure 1. In vitro amount dissolved, rate of dissolution and
time data in a typical subject for formulation D

typical subject for formulation D. Figure 2 shows
the corresponding plot of the fitted in vivo– in
vitro relationship (Equation (1)), determined for
the same formulation.

The in vivo– in vitro mapping parameters, de-
termined for each formulation, were used to
predict the CZM concentrations for the remain-
ing formulations. Accordingly, Figure 3 shows in
vivo predictions of formulation D, when the in
vivo– in vitro mapping parameters were esti-
mated from formulations A, B and C in a typical
subject.

Similar analysis is shown in Figures 4–6.
Thus, Figure 4 shows the formulation A predic-
tions determined from formulations B, C and D.
Similarly, Figure 5 shows CZM predictions for
formulation B, using three sets of mapping
parameters that were determined by fitting
Equation (1) to CZM in vivo data from formula-
tions A, C and D in a typical subject. In Figure 6,

Figure 2. Plot of the fitted in vivo– in vitro model (Equation
(1)) determined for formulation D

Copyright © 2000 John Wiley & Sons, Ltd. Biopharm. Drug Dispos. 21: 1–6 (2000)
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Figure 5. The in vivo predictions of formulation B, when the
mapping parameters were estimated from the formulations
A, C and D in a typical subject

B and D, using Equation (1). Note that the
curves in Figures 3–6 are not fitted curves, but
represent cross-validation predictions for a typi-
cal subject selected from the 20 subjects, who all
received the four formulations in a standard four
way cross-over design. Table 1 gives MPE9
standard deviation (S.D.) values of the
predictions.

Discussion

The proposed IVIVC analysis method is based
on a model (Equation (1)) that assumes that the
rate of in vitro drug release differs from in vivo
drug release in two ways. First, the rate of
release is operating on different time scales,
mainly as a result of different agitation condi-
tions. Variations of such factors as degree of sink
condition and pH may also contribute to this
difference. Second, the food composition and the
consistency of the gastro-intestinal content rep-
resent a different vehicle for the drug transport.
As stochastic principles are involved in the mass
transfer operation in both the in vitro and the in
vivo systems, it is justified to propose that the
effect of this difference in vehicle composition
may be accounted for by a convolution opera-
tion. Furthermore, a ‘magnitude’ scale factor (s)
is included to add additional flexibility for con-
sidering different in vivo and in vitro doses,
formulation content variability, and different
availability. Also, the rate of release in the
gastro-intestinal tract will not be equal to the
absorption rate. In the simplest way, this differ-
ence between in vivo release rate and absorption
rate may be considered by a simple single expo-
nential convolution (exp(− ft) function in Equa-
tion (1)) to correct for this difference. All these
considerations are incorporated in the in vivo– in
vitro prediction model Equation (1).

This procedure permits the investigation,
whether the cross-validation predictions are con-
sistent with the actual drug level data for the
other tablet formulations. As evident from Fig-
ures 3–6 and Table 1, the predictions from the
analysis are in good agreement with the actual
observed concentration data. The mean values of
MPE (Table 1) were in the range of 10–36%
(average 22%), with S.D.s in the range of 9–33%

Figure 6. The in vivo predictions of formulation C, when the
mapping parameters were estimated from the formulations
A, B and D in a typical subject

the drug concentration profile for formulation C
is predicted in a similar fashion, based on the
mapping parameters separately determined
from the in vivo– in vitro data for formulations A,

Table 1. Mean MPE (9S.D.) for the different tablet formula-
tions over 20 subjectsa

CB DA

MPE (%) MPE (%) MPE (%) MPE (%)

A 17910 26914 22915 25912
B 31918 1499 17912 24913

239910952291536933C
1898 1295D 29916 20912

a Letters A, B, C and D in the column 1 indicate the four tablet
formulations used to estimate the in vivo–in vitro mapping parame-
ters. For example, the cell column 3, row 3 (26914) corresponds to
MPE in predicting in vivo profile for formulation B, with mapping
parameters estimated from formulation A.

Copyright © 2000 John Wiley & Sons, Ltd. Biopharm. Drug Dispos. 21: 1–6 (2000)
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(average 13%), indicating a good prediction per-
formance of the proposed in vivo– in vitro corre-
lation method.

The in vivo performance may be measured in
terms of in vivo drug release and in vivo drug
delivery, or may, more ultimately, be defined in
terms of the resulting in vivo drug level profile,
as done here, which is the highest and most
meaningful form of correlation. The analysis is
primarily aimed at a functional (level-A) type
correlation that provides a mapping from in vitro
release/dissolution measurements to the in vivo
drug level profile. Typically, the analysis is done
to predict what effect formulation changes may
have on the in vivo performance. Once a viable
level-A correlation is established, such predic-
tions may be made simply from in vitro release/
dissolution measurements. Accordingly, the
analysis may be used for quality assurance pur-
poses, or may be used to develop drug formula-
tions with more optimal in vivo performance.

The methodology promises to reduce the need
for costly and time-consuming in vivo testing,
and provides a less empirical and more rational,
in vivo-directed drug formulation development.
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