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We experimentally investigate an optical frequency standard based on the 2S1=2ðF¼ 0Þ→ 2F7=2ðF¼ 3Þ
electric octupole (E3) transition of a single trapped 171Ybþ ion. For the spectroscopy of this strongly
forbidden transition, we utilize a Ramsey-type excitation scheme that provides immunity to probe-induced
frequency shifts. The cancellation of these shifts is controlled by interleaved single-pulse Rabi
spectroscopy, which reduces the related relative frequency uncertainty to 1.1 × 10−18. To determine the
frequency shift due to thermal radiation emitted by the ion’s environment, we measure the static scalar
differential polarizability of the E3 transition as 0.888ð16Þ × 10−40 Jm2=V2 and a dynamic correction
ηð300 KÞ ¼ −0.0015ð7Þ. This reduces the uncertainty due to thermal radiation to 1.8 × 10−18. The residual
motion of the ion yields the largest contribution (2.1 × 10−18) to the total systematic relative uncertainty of
the clock of 3.2 × 10−18.
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Today’s most advanced atomic clocks use optical refer-
ence transitions of single ions in radio-frequency traps or
ensembles of neutral atoms confined in an optical lattice
[1]. For both types of optical clocks, relative systematic
frequency uncertainties below 10−17 have been reported.
These systems employ a 1S0 → 3P0 transition in either
27Alþ [2] or neutral 87Sr [3,4]. The frequency uncertainty
achieved for 27Alþ is limited by the residual motion of the
sympathetically cooled ion [2]. In the case of 87Sr, for
which so far the smallest systematic uncertainty has been
achieved [3], the relatively large Stark shift resulting from
thermal radiation of the atoms’ environment needs to be
either suppressed by cryocooling [4] or corrected with high
accuracy [5,6]. In contrast to these systems, the 2S1=2ðF ¼
0Þ → 2F7=2ðF ¼ 3Þ electric octupole (E3) transition of
171Ybþ offers advantages due to its small sensitivity to
electric and magnetic fields and the ion’s large mass
implying small residual motion. The technical simplicity
of trapping and laser cooling of Ybþ has stimulated its
application in various experiments; see, e.g., Refs. [7–9].
Furthermore, 171Ybþ has the important advantage of a
second narrow linewidth transition, the 2S1=2ðF ¼ 0Þ →
2D3=2ðF ¼ 2Þ electric quadrupole (E2) transition, which
also can serve as the reference of an optical frequency
standard [10,11]. The significantly higher sensitivity of the
E2 transition to electric and magnetic fields permits
diagnosis of field-induced shifts of the E3 transition
frequency on a magnified scale.
Exploiting these advantages of the Ybþ system, we

report in this Letter an analysis of systematic frequency
shifts of the E3 transition yielding a total uncertainty of
3.2 × 10−18, which is more than an order of magnitude
smaller than previously published values [11,12]. We
determine the static scalar differential polarizability of
the E3 transition with high accuracy, strongly reducing

the related uncertainty that dominated in previous work.
Together with an evaluation of the thermal radiation in our
ion trap [13], it enables a correction of the shift caused by
thermal radiation at room temperature with an uncertainty
of 1.8 × 10−18. Addressing the large shift of the E3
transition frequency by the probe light, we introduce an
interrogation scheme [14,15] that cancels the shift with
1.1 × 10−18 uncertainty. The high accuracy of this fre-
quency standard makes it now possible to exploit the high
sensitivity of the 171Ybþ 2F7=2 state energy in searches for
variations of fundamental constants [11,12], violations of
Lorentz invariance [16], and ultralight scalar dark mat-
ter [17,18].
In our experimental setup [19,20] a single 171Ybþ ion is

confined in a radio-frequency Paul trap and laser cooled on
the 2S1=2 → 2P1=2 electric-dipole transition at 370 nm,
while repump lasers at 935 and 760 nm prevent population
trapping in the metastable 2D3=2 and 2F7=2 states.
While the small natural linewidth of the E3 transition

allows one to obtain very high resolution, the correspond-
ingly small oscillator strength implies that a relatively high
probe light intensity is required for excitation.
Consequently, a significant light shift is induced via
nonresonant coupling to higher-lying levels. For typical
experimental parameters, the shift exceeds the observed
Fourier-limited linewidth. Because of this light shift ΔL, an
optical clock based on conventional Rabi spectroscopy of
the E3 transition cannot directly access the unperturbed
transition frequency ν0 but will rather lock the probe laser
to a frequency νRabi ¼ ν0 þ ΔL. Additional measurements
with altered light intensities can be used to provide an
estimate of ΔL [20] and a light shift correction −ΔS can be
applied to obtain νclock ¼ νRabi − ΔS. However, a light shift
estimate error δL ¼ ðΔL − ΔSÞ will map one to one to a
clock error νclock − ν0, as depicted in Fig. 1(a).
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The situation is different for Ramsey spectroscopy where
a significant fraction of frequency information is accumu-
lated during an interaction-free state evolution time. To
maintain a resonant drive of the clock transition (i.e., to
optimally initialize the atomic superposition state), one has
to apply a frequency step ΔS to the probe light during the
interaction periods in order to reach the light-shifted
resonance frequency ν0 þ ΔL [21]. The step frequency
ΔS is readily obtainable from Rabi spectroscopy. If Ramsey
spectroscopy is modified in this way, an error δL translates
linearly to an error in νclock but via a reduced prefactor
proportional to the interaction time fraction. Hyper-Ramsey
spectroscopy (HRS) as introduced in Refs. [14,15] can
further reduce the error by removing the linear sensitivity of
νclock for small light shift estimate errors [see Fig. 1(a)].
Heating of the ion’s motion during the probe period,
however, reduces the effective pulse area of the second
Ramsey pulse, degrading the cancellation of the linear
dependence of νHRS on δL [22,23]. Under our experimental
conditions, we estimate a residual linear slope
∂νHRS=∂δL ¼ 0.07 at δL ¼ 0. In order to confine δL to
the region where the HRS clock error remains small, use
can be made of the sensitivity of νclock to δL in Rabi
spectroscopy. A feedback loop that employs the difference
ε ¼ νHRS − ðνRabi − ΔSÞ, as determined with HRS and Rabi
excitations, as the discriminator signal can be used to steer
ΔS so that jδLj approaches zero. Figure 1(b) shows the
instability (Allan deviation) of ε, i.e., the error signal of the
operating ΔS control loop. In this way, δL ¼ 0 is realized
for τ > 1000 s with a statistical uncertainty given by the
combined statistical uncertainties of the νHRS and νRabi

measurements, which are predominantly determined by
quantum projection noise [20]. For the measurement shown
in Fig. 1(b), this combined instability is approximately
given by 7 Hz=

ffiffiffiffiffiffiffiffiffi

τ ðsÞp

. Because of the small sensitivity of
νHRS to δL, the contribution to the νHRS instability arising
from δL fluctuations is significantly smaller than the
intrinsic quantum projection noise. The observed clock
instability, i.e., that of νHRS, amounts to 3 Hz=

ffiffiffiffiffiffiffiffiffi

τ ðsÞp

corresponding to a fractional frequency instability of
5 × 10−15=

ffiffiffiffiffiffiffiffiffi

τ ðsÞp

.
Although the combination of interrogation schemes

converts the uncertainty due to the light shift into a
predominantly statistical contribution, systematic shifts
can be caused by drifts of the light shift and by a difference
of the shifts present during the Rabi and the HRS inter-
rogations. Slow variations of the light shift corresponding
to a drift of ΔL in the range of 50 μHz=s are typically
observed during our measurements. With a servo time
constant of 200 s for ΔS, the resulting servo error of δL is
10 mHz. This error could be avoided by using a drift-
compensating second-order integrating servo algorithm
[24]. The main reason for differences in the frequency
shifts present during the interrogation pulses are transient
thermal effects of the crystal of the acousto-optic modulator
(AOM) that shapes the pulses. The resulting phase varia-
tions (AOM chirp) were investigated with a digital phase
analyzer and found to lead to a frequency difference of less
than 1 mHz [25]. Beam pointing and focusing variations
induced by different crystal temperatures were found to
lead to light shift differences between the pulses of less than
0.2 mHz. The combination of these systematic effects and
the residual sensitivity ∂νHRS=∂δL ¼ 0.07 yields a probe-
light-related fractional uncertainty of 1.1 × 10−18. This is a
reduction by more than an order of magnitude compared to
previous E3 clock realizations, where real-time extrapola-
tion to zero probe laser intensity was used to cancel the
light shift [11,20].
The largest shift of the transition frequency in our

experiment is caused by the Stark shift induced by the
thermal radiation emitted by the ion’s environment. The
temperature distribution of the various components of our
ion trap is sufficiently homogeneous to approximate the
electric field perturbing the transition frequency by a
blackbody radiation (BBR) field at an effective temperature
T [13]. Under this approximation, only the difference
Δαs ¼ αsðeÞ − αsðgÞ of the scalar polarizabilities of the
excited and ground state is needed to evaluate the BBR
shift. For the 171Ybþ E3 transition, none of the transitions
that contribute to ΔαS significantly overlap with the BBR
spectrum at room temperature (see Fig. 2), so that the BBR
shift ΔνBBRðTÞ can be expressed using the static scalar
differential polarizability Δαdcs as

ΔνBBRðTÞ ¼ −
1

2h
Δαdcs hE2ðTÞi(1þ ηðTÞ): ð1Þ
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FIG. 1. (a) Error of the Ybþ clock frequency νclock in the
realization of the unperturbed transition frequency ν0 as a
function of an error δL in the estimate of the light shift for Rabi
and for hyper-Ramsey spectroscopy (HRS). Here, Ramsey pulses
of 30.5 ms and a free evolution period of 122 ms are assumed
according to the experimental conditions. The very different
sensitivities of νclock to δL allow one to engage a servo that uses
the difference ε between νclock obtained for Rabi spectroscopy
and HRS as the discriminator signal. In (b) the instability (Allan
deviation) of experimental ε data is shown that follows
230 Hz=τ ðsÞ (dashed line) for τ ≥ 1000 s. The green solid
line indicates the expected quantum projection noise limited
combined instability of the νRabi and νHRS measurements of
7 Hz=

ffiffiffiffiffiffiffiffiffi

τ ðsÞp

.
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Here, h is Planck’s constant, hE2ðTÞi is the mean-squared
electric field inside the blackbody at temperature T, and
ηðTÞ corrects for the variation of Δαs in the range of the
BBR spectrum and scales to first order quadratically with
T [26].
In a first experimental investigation Δαdcs had been

determined to be 1.3ð6Þ × 10−40 Jm2=V2 for the E3
transition [20]. The large uncertainty dominated the uncer-
tainty of optical clocks that use the E3 transition as the
reference [11,12]. Several theoretical studies [27–29]
investigated complex electronic structure of Ybþ and
attempted to derive a value for Δαdcs , but so far no approach
has achieved sufficiently low uncertainties. The theoretical
results can be corrected through measured state lifetimes
[28], which changes Δαdcs by about 40% (see Fig. 2). Since
the polarizabilities of the excited and the ground state are
nearly equal, small corrections have a large effect on Δαdcs .
Since all transitions that contribute to the electric polar-

izability are at wavelengths below 380 nm, Δαdcs can be
investigated using near-infrared (NIR) laser radiation [30].
Note that the very small matrix element of the 2F7=2 →
2D5=2 transition at 3.43 μm changes ΔνBBRð300 KÞ neg-
ligibly by less than 0.1% [31]. We account for the residual
spectral dependence of ΔαsðλÞ by performing light shift
measurements at various wavelengths. The output beam
profiles of the selected lasers at 852, 1064, 1310, and
1554 nm were cleaned by single-mode fibers, yielding an
output power of about 100 mW focused to a beam
waist diameter of about 100 μm at the center of the trap.
Figure 3(a) sketches the experimental setup. The linear
polarization of the laser light was aligned to minimize
losses at the windows of the vacuum enclosure that are

mounted close to Brewster’s angle. By averaging the
induced light shift over three mutually orthogonal orienta-
tions of the magnetic field, its scalar part is isolated. The
measurement was performed using the interleaved servo
technique [19], with the NIR laser light alternately applied
and blocked during the interrogation periods. We measure
the applied optical power and determine the relative
intensity distribution at the position of the ion through
light shift measurements for various displacements of the
beam. The optical power is assumed to be the average of the
power values measured in front of and behind the trap. The
power meter was calibrated with an uncertainty of 0.5%.
The relative optical power at each beam displacement was
monitored using a linear photodetector. This power mon-
itoring was continuous during the recording at 1310 nm.
For all other wavelengths, potential power fluctuations
cause an increased uncertainty of the optical power of 3%.
Beam displacement was achieved by tilting a 3.1 mm thick
glass plate around Brewster’s angle in front of the ion trap.
The reflection of a pointer laser on a screen at a distance of
approximately 4 m monitored the tilt angle. The relation
between tilt angle and beam displacement was established
as shown in Fig. 3(a). The relative uncertainty of this
calibration is about 0.3% for both coordinates. At each NIR
wavelength at least two light shift profiles were recorded. A
typical profile is shown in Fig. 3(b). The measured light
shift distribution is fitted by an intensity distribution
composed of elliptical TEM0;0, TEM1;0, and TEM0;1
Gauss-Hermite modes with relative residuals well below
1%. Dividing the spatially integrated light shift profile by
the measured optical power yields ΔαsðλÞ.
In order to extrapolate ΔαsðλÞ from our experimental

data points to the spectral range of blackbody radiation at
room temperature, we use a function composed of a static
contribution Δαdcs and a wavelength-dependent term
describing the dynamic character of ΔαsðλÞ caused by a
single resonance at λ0:
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FIG. 2. Scalar electric differential polarizability ΔαS of the
2S1=2ðF ¼ 0Þ → 2F7=2ðF ¼ 3Þ transition as a function of the
wavelength of the perturbing radiation. The dashed and dotted
lines are the results of calculations using theoretically predicted
oscillator strengths, with the latter corrected by measured life-
times. The square data point indicates the result of a previous
measurement [20] and the filled circles indicate data obtained
with near-infared laser radiation. The solid blue line is the result
of a least-squares fit to the data (see text). The green shaded area
shows the spectral distribution of room temperature blackbody
radiation.
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FIG. 3. (a) Schematic of the setup used to determine the light
shift profile. The mirror shown with dashed lines was installed
after recording the profile to calibrate the position of the HeNe
laser on the screen to a displacement of the beam waist position of
the light-shifting laser (LS laser) at the position of the ion using a
knife edge in front of a photodetector (PD). In (b) a light shift
profile induced by the LS laser at 1.5 μm is depicted. The black
dots correspond to the measurement positions and the surface plot
is the result of a linear interpolation between these points.
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ΔαsðλÞ ¼ Δαdcs −
C

λ2 − λ20
: ð2Þ

For Δαdcs ¼ −C=λ20, this expression resembles the response
of a two-level system to a far-detuned polarizing field [32].
To better account for a manifold of contributing transitions,
we keepΔαdcs , C, and λ0 as independent fit parameters. As a
test of the model, we use it to fit the polarizability obtained
from calculated oscillator strengths (see Fig. 2) in the range
of 850 to 1550 nm. The fit result reproduces the calculated
Δαdcs value to better than 0.2% and we assume this as the
uncertainty of our model. A fit to our experimental data
yields Δαdcs ¼ 0.888ð16Þ × 10−40 Jm2=V2, where the larg-
est contribution to the combined uncertainty results from
the optical power measurement. The fit also gives the value
of the dynamic correction as ηð300 KÞ ¼ −0.0015ð7Þ.
To obtain the BBR shift with determined values of Δαdcs

and η, one needs to know the effective temperature T of the
thermal radiation at the location of the ion. A combination
of finite element modeling, infrared camera, and temper-
ature sensor measurements reveals a temperature rise of 2.1
(1.1) K above room temperature, mostly caused by dielec-
tric losses in the insulators of the trap assembly [13]. From
Eq. (1) the BBR shift can be calculated as −45.3 mHz,
corresponding to a relative shift of −70.5ð1.8Þ × 10−18.
Here, the uncertainties of temperature and polarizability
contribute approximately equally to the combined
uncertainty.
Table I summarizes frequency shifts and the related

uncertainty contributions of the Ybþ single-ion E3 clock.
The magnetic field of 3.58ð2Þ μT present during the
interrogation is alternatingly applied at one of three
orientations that are mutually orthogonal with an uncer-
tainty of 1° in order to suppress tensorial shifts [33]. The
listed second-order Zeeman shift and the uncertainty due to
the quadrupole shift are calculated under these conditions.
The uncertainty associated with collisions with the back-
ground gas is estimated using a model based on phase
changing Langevin collisions [34]. Another small

uncertainty contribution results from the nonlinear fre-
quency drift of the probe laser [35].
The largest uncertainty of the frequency standard results

from the second-order Doppler shift caused by the residual
secular and micromotion of the ion. The secular motion is
determined from the observed carrier to sideband ratio as
discussed in Ref. [36]. The temperature of the ion immedi-
ately after the cooling period is found to be 1.1 mK, which
is close to the Doppler limit. However, the heating rate of
dhni=dt ¼ 190ð60Þ quanta per second for the radial secular
modes leads to an increased mean temperature of 2.0 mK
during the interrogation. For the related frequency shift, we
assume 50% uncertainty since the ion temperature is not
constantly monitored. Besides the shift caused by the
thermal motion of the ion, excess micromotion caused
by uncompensated stray fields can lead to additional shifts.
As described in Ref. [37], we compensate the stray field by
observing position changes of the ion while lowering the
trap depth. From repeated compensation procedures with
different initial conditions, we find that the stray field is
compensated to better than 2.4 V=m for each trap axis and
we take the related maximum micromotion-induced
Doppler shift as the uncertainty. The overall fractional
Doppler shift is found to be −3.7ð2.1Þ × 10−18. In addition
to the Doppler shift, the residual interaction of the ion with
the trapping field causes a Stark shift that can be calculated
usingΔαdcs . In a trap with lower motional heating rates [38],
ground state cooling can be advantageous, and with
improved techniques for the cancellation of micromotion
[39], we expect further reductions of these shifts and their
uncertainties. Additionally, under these conditions a
smaller fractional frequency instability can be achieved
with longer interrogation times.
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