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Absorption spectra are recorded at low resolution but high quantitative precision for I2 vapor at 35 ◦C
and 64 ◦C. These and literature spectra are analyzed by least-squares quantum spectral simulation of
the overlapped A ← X, B ← X, and C(1�u) ← X transitions, with the aid of a pseudocontinuum
model for the discrete regions of the A ← X and B ← X spectra. The analysis yields improved de-
scriptions of the small-R regions of the A- and B-state potentials, which are known precisely at larger
R from discrete spectroscopy. The C potential is determined at small R from its C ← X absorption, at
intermediate R from literature data for B → C predissociation, and at large R from its known van der
Waals well. The estimates of the electronic transition moment function |μe(R)| for the B–X transition
expand upon precise results from a recent determination by a different method. For the C–X and A–X
transitions, the R-dependence of the transition moment functions resembles that found previously
for these systems in Br2. Of the spectroscopic properties, the C ← X spectrum is most altered from
the previous analysis, being now ∼20% weaker. For B → C predissociation, no derived C potential
has yielded computed rates in adequate statistical agreement with the analyzed experimental data.
© 2011 American Institute of Physics. [doi:10.1063/1.3616039]

I. INTRODUCTION

The visible absorption spectrum of I2 is com-
prised of three overlapped electronic transitions—B 0+

u (3�)
← X1 ∑+

g , A 1u(3�) ← X, and C 1u(1�) ← X.1, 2 The first
of these is responsible for most of the absorption and all
of the discrete line structure for λ < 800 nm. It is known
with remarkable breadth and precision, some 105 assigned
lines having been measured to ∼10−3 cm−1, sampling vibra-
tional levels to within 2 cm−1 of the B-state dissociation limit.
Complementary fluorescence studies have characterized the X
state with similar precision to within 5 cm−1 of its limit.3, 4

Through a modest number of spectroscopic constants, the
assigned lines can be reproduced within ∼0.002 cm−1, and
even better than this in some regions.5 The weakly bound
A state has recently been analyzed with comparable preci-
sion over >90% of its well depth.6, 7 The C state is only
very weakly bound,8 but its van der Waals potential well
is now well described.9 However, at room temperature the
C ← X absorption is entirely bound-free and A ← X almost
so. The dominant B ← X absorption is also bound-free for
λ< 500 nm. Resolution of the spectrum into these three com-
ponent bands has been a target of quantitative analysis in
the past, the current interpretation being as summarized in
Fig. 1.2, 10

This figure reveals the main challenge to such an analy-
sis: While the A ← X band appears clearly as a shoulder at
long wavelength, the B ← X and C ← X bands share the main
peak, with no obvious evidence of two transitions. Previous
attempts to resolve this band have focused on estimating the

a)Author to whom correspondence should be addressed. Electronic mail:
joel.tellinghuisen@vanderbilt.edu.

strength of the weaker C ← X system — from continuous ab-
sorption between the lines of the B ← X system in its fully
discrete region (λ > 520 nm),10–12 from photodissociation
I*(2P1/2) to I (2P3/2) branching ratios for λ < 500 nm,13, 14 and
from the properties of the I* → I photodissociation atomic
laser.15 The C ← X bound-free spectrum was computed in
trial-and-error fashion to match these estimates and deduce
the C potential curve, and the remaining absorption was al-
located to B ← X and used to estimate the R-dependence
of this system’s electronic transition strength |μe(R)|2 in its
continuum.10 However, a recent analysis of the I2 absorp-
tion spectrum in the 520–640-nm region by least-squares
spectral simulation has yielded more precise estimates of
both |μe(R)| for B ← X and the molar absorptivity εc for
A ← X + C ← X,16 from which the C ← X system is found to
be ∼20% weaker than previously thought and hence in need
of a refined analysis. That refinement and the overall better
description of the C potential are the main goals of the present
contribution.

An alternative approach for band component analysis
was demonstrated long ago by Le Roy et al.,17 in a landmark
global least-squares (LS) analysis of low-resolution Br2 ab-
sorption spectra recorded at four temperatures from 25 ◦C to
440 ◦C by Passchier et al.18 Le Roy’s method utilized quan-
tum calculation of the bound-free absorption spectra, with
the adjustable LS parameters used to describe the small-
R extensions of the potentials and the R-dependent transi-
tion moment functions. Burkholder and Bair used Le Roy’s
program to carry out a similar analysis of the Cl2 absorp-
tion spectrum.19 Both analyses were limited to truly bound-
free C ← X and B ← X absorption. This is a minor lim-
itation for Cl2, because discrete B ← X absorption is very
weak; but for Br2 it meant ignoring the roughly 1/4 of the
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FIG. 1. Visible absorption spectrum (molar absorptivity) of gaseous I2 near
room temperature, with component bands (top), and potential diagram rel-
evant to the absorption. In the spectra, broken curves illustrate results from
Ref. 10, while solid curves are current results. In the potential diagram, bro-
ken curves illustrate regions known from discrete spectroscopy, and vertical
dashed lines delimit absorption region. Energies are relative to lowest disso-
ciation limit. Spectra are computed using the pseudocontinuum model.

absorption that occurs at λ > 500 nm, where discrete B
←X absorption begins. I reanalyzed the Br2 absorption a
few years ago,20 extending the spectral coverage to the range
320–675 nm and including the A ← X band for the first time.
To incorporate the discrete B←X region in this analysis, I
used a pseudocontinuum model for the B state, accomplished
by artificially making its potential curve extrapolate to dis-
sociation from the B-state minimum. This model is based on
the recognition that the Franck-Condon intensity properties of
such reflection-type spectra, where the absorption is confined
to the upper state’s repulsive wall, are determined entirely by
the shape of that wall and are completely insensitive to the
nature of the attractive branch.21, 22

At first inspection, the I2 absorption spectrum might seem
an unappealing subject for such an analysis, because discrete
B ← X absorption accounts for ∼3/4 of the total. Yet the ab-
sorption is completely bound-free for λ < 500 nm, and for
λ > 650 nm it is dominated by the A ← X transition, which
exhibits little structure and little absorption beyond 800 nm,
where discrete absorption begins. These factors, combined
with the ease with which one can collect abundant accurate
and precise absorbance data with modern spectrophotome-
ters, makes such an analysis appear worthwhile. In addition,

for the 520–640-nm region we have the new estimates of total
continuous absorption and precise estimates of |μe(R)|2 for
B ← X to constrain the analysis.16 Further, with care I am
able to include the low-resolution total ε measurements in the
600–650-nm region, where Beer’s Law holds to a good ap-
proximation, and where the residual B ← X structure averages
to its pseudocontinuous approximation in the low-resolution
(1 nm) spectra. The result of the analysis is a new descrip-
tion of these overlapping transitions with precision of deter-
mination an order of magnitude better than that of previous
attempts. Remarkably, this experimentally simple approach
outperforms the most sophisticated methods that have been
brought to bear on this problem over the years, and it could
have been employed 25 years ago! (It does rely on the as-
sumption of independent absorption in the three transitions,
which has needed such methods for verification.23)

In Secs. II–V, I briefly describe the procedures for col-
lecting the spectra and converting them to molar absorptivi-
ties. I then review the theory behind the computational meth-
ods. These include, in addition to the LS global analysis of
absorption spectral data, the LS fitting of data for the spon-
taneous predissociation of the B state,24 which has been at-
tributed to the C state and thus can help determine the C po-
tential in the intermediate-R region. For the final analysis, the
absorption and predissociation data are fitted together, in a
grand global LS fit. The computations are driven by nonlinear
LS algorithms that typically converge in fewer than 10 itera-
tions to yield estimates of the parameters and their variance-
covariance matrix, from which the spectra, potential curves,
transition moments, and their statistical errors can be calcu-
lated. The computed uncertainties are compared with the sen-
sitivity of the analysis to minor changes in the model to sub-
stantiate the order-of-magnitude improvement in the precision
of the resolution over previous attempts.

II. EXPERIMENTAL WORK AND DATA ASSESSMENT

Spectra were recorded on a Shimadzu Model UV-
2101PC spectrophotometer (double beam) using procedures
similar to those described recently,16 except at lower reso-
lution (1 and 2 nm) and at 2-nm intervals, from 850 nm
down to below 400 nm. As before, the I2 pressure was con-
trolled by a side tube immersed in water. The temperatures
of both the cell and this water bath were monitored by ther-
mistors that had been calibrated (estimated ±0.02 K) against
calibrated Hg thermometers. Spectra were recorded at nomi-
nal cell temperatures of 35 ◦C and 64 ◦C, for about a dozen
I2 concentrations in a run, under slow-drift conditions for
the cooled side tube. This drift amount to −0.2◦ over the
spectrum at the highest initial water temperature of 31 ◦C;
it decreased in magnitude for initial temperatures closer to
the ambient room temperature of 23 ◦C. For the higher cell
temperature, the cell thermistor measurements varied by as
much as 2 K for different positions of the probe; an approxi-
mate average was used in computations (but see below). The
variability was smaller at the lower cell temperature, again
from the smaller cell-ambient temperature difference. The cell
and side-tube temperatures were logged with the spectra as
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FIG. 2. Absorbance as a function of concentration at selected wavelengths,
for a cell at 35 ◦C having a path length of 9.93(3) cm. The absorption is purely
continuous at 490 nm, and mainly discrete at 530 nm; at 650 nm (scaled for
display purposes), the absorption is about 80% continuous and 20% from
densely overlapped lines of the B ← X system. The data include blanks at
zero concentration. The curves show least-squares fits to straight lines and to
a quadratic (530 nm), with intercepts included in both fit models.

functions of time and were later used to compute the concen-
tration for each spectral wavelength.

The [I2] and absorbance (A) values from all spectra, in-
cluding baseline spectra ([I2] = 0), were analyzed to obtain
estimates of the molar absorptivity. This was done by fitting
the A values at each wavelength to linear and quadratic func-
tions of [I2], with the linear term being the Beer’s law quan-
tity, ελ [I2] �, where � is the path length (see Fig. 2). The
quadratic fits were used to identify regions where deviations
from Beer’s law render the estimates of ελ unreliable for use
in further analysis. This happens, for example, where the ab-
sorption occurs in a few strong, discrete lines (unresolved by
the spectrometer) rather than in a true continuum or a pseudo-
continuum of densely overlapped discrete lines. In such cases,
Beer’s law is followed only in the limit of small A, and the
absorption drops below the Beer’s Law line with increasing
optical depth.11 For truly continuous absorption, the quadratic
coefficient should be statistically ill-defined, and the linear co-
efficient from the quadratic fit should agree with that from the
linear fit.

Some results of this procedure are illustrated in Fig. 3,
showing that Beer’s law holds well below 500 nm and above
600 nm, where the two fits yield comparable ε estimates
and fit quality. In the region 500–600 nm, where discrete
B ← X absorption dominates, even the quadratic esti-
mate cannot be trusted (with the possible exception of the
575–600 nm region); accordingly the total ε data for this
region were omitted from the LS analysis. Experiments
like this were run about a dozen times, sometimes with
collection of data for only the λ < 500 nm region, sometimes
for only λ > 600 nm. After examination and comparison,
single representative sets of ε values at 35◦ and at 64 ◦C,
both obtained at 1-nm spectral resolution, were selected
for quantitative analysis over the 400–500 and 600–850-nm
regions. The σ ε estimates from the fits, analogous to σ A in

FIG. 3. I2 molar absorptivity, as estimated from linear and quadratic fits of
absorbance data recorded at 2-nm intervals, I2 pressures 0–400 mTorr, and
a cell temperature of 35 ◦C. The upper panel illustrates the estimated stan-
dard deviations from these fits, carried out at each wavelength. Where the
linear and quadratic fits diverge in slope, the data are not following Beer’s
Law; where σA rises anomalously (510–580 nm), not even the slope of the
quadratic analysis can be trusted as a reliable low-A estimate of ε.

the top part of Fig. 3, were fitted to smooth functions of λ to
obtain statistical weights (1/σ ελ

2) for the LS analysis.25

Physical limitations of these experiments made it difficult
to record spectra reliably for cell temperatures much above
the upper value here. Accordingly, to expand the temperature
range I included estimates given by Tamres and Bhat at wave-
lengths between 400 and 500 nm and temperatures of 60◦,
90◦, and 120◦.26 I included in the data set all values for 410
≤ λ ≤ 495 nm, omitting the values at 500 nm out of concern
for possible “contamination” by discrete absorption (the spec-
tral bandwidth was not given). These were weighted in accord
with their stated 2 l mol−1 cm−1 uncertainty.

Comparison of the present spectra with those of Tamres
and Bhat is not straightforward because of the temperature
differences. However, my 64 ◦C spectrum lies ∼2% below
theirs at 60 ◦C. Also, they reported an isosbestic point (with
respect to temperature) at 480 nm and gave ε480 = 350 l mol−1

cm−1; my values there are 333 and 337 l mol−1 cm−1, as com-
pared with my earlier value 326(10) (Ref. 11) and 340 l mol−1

cm−1 given by Lang and Strong.27 Anticipating discussion
below, some of the differences are likely due to wavelength
errors. In this regard, ε changes by 3.5%/nm in this region,
and most authors have not reported checks of the wavelength
reliability of their instruments. (The present data at 35 ◦C
are fully consistent with my earlier measurements11 for λ

< 510 nm, but those values were much less precise in both
magnitude and cell temperature, so were omitted from the
present analysis.)
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The estimates of |μe|2 for the B ← X transition and the
underlying continuum εc from Table II of Ref. 16 were also
included in the final LS analysis. The former were weighted
as their reciprocal squared errors. For the εc values, the stated
fit errors were augmented by the estimated 2 l mol−1 cm−1 un-
certainty from background imprecision, the two contributions
being assumed to add independently to the variance. The first
two values (at 520 nm) were omitted, for reasons discussed
in Ref. 16. In addition, to deal with already noted questions
concerning wavelength reliability, I included a single very
precise estimate of ε made from 13 “time-course” runs at
35 ◦C, in which the absorbance was recorded at 1-s intervals
for 100 s, for starting cold-tube temperatures between 13 ◦C
and 28 ◦C, nominally at 500 nm (500.2 nm with wavelength
calibration correction28). This value was 587.4 (8) l mol−1

cm−1.
In their meticulous study of predissociation in I2(B),24

Vigué et al. quantitatively characterized hyperfine, rotational,
and magnetic predissociation, and attributed all of these pro-
cesses to interaction with the C state. Their estimates of the
coefficients αυ

2 for magnetic predissociation were most ex-
tensive (in B-state vibrational level υB) and, except for sev-
eral values for υB < 7, most precise. Since all three modes
of predissociation have rates proportional to a squared B-C
wavefunction overlap integral, I have used just these αυ

2 val-
ues (their Table VII) to incorporate B → C predissociation
in the present analysis. Weights were computed from the re-
ported statistical errors.

Finally, to constrain the C potential at large R, I have
included in the fit model 8 left-branch turning points on
the Rydberg-Klein-Rees (RKR) curve, for υ = 0–7.9 Plots
of ln(slope) vs. ln(R) for this branch did not show a υ

region of clearly smooth behavior, raising doubts about
the appropriateness of the attachment procedure that was
employed for the A and B curves (see below). Also,
above υ = 7 (which is energetically 60% of dissocia-
tion), the RKR curve exhibits the erratic behavior gener-
ally attributed to limitations in the rotational constants Bυ

in the approach to dissociation.29, 30 Preliminary fits of the
8 RKR points to the exponential polynomial form used in the
fitting (see below) gave an estimated σ y of 0.6 cm−1, from
which weights for these data were taken as 2.7 (treating R as
error-free, UC(R) as uncertain).

III. METHOD OF ANALYSIS

A. Theory summary

The theory of bound-free absorption in diatomics is well
established and needs only brief review.17, 20, 22 The absorption
cross section from level (υ ′′, J ′′) to continuum level at energy
ε′ is

σν,ab(υ ′′, J ′′) = 2π2v

3ε0hc
Gab|〈ε′J ′′|μe(R)|υ ′′J ′′〉|2, (1)

where I have replaced the sum over R, P, (Q) branches by
the single Q-branch transition (actual or hypothetical). Here
ν is the transition wavenumber, and Gab accounts for elec-
tronic degeneracy and is unity for B←X (0 ← 0 in Hund’s

case c) and 2 for A←X and C ← X (both 1 ← 0). For room-
temperature absorption, this expression must be averaged over
the Boltzmann distribution of absorbing υ ′′ and J ′′ levels. Ex-
perience has shown that for molecules as heavy as Br2 and
I2, the rotational averaging can be accomplished with negli-
gible error using 5 appropriately chosen J ′′ levels, and with
very little error using just the average J ′′.17, 20 Nuclear-spin
degeneracy effects average out and can be ignored. The vibra-
tional averaging can accommodate a specified fraction of the
absorbing population; I have included the first 10 υ ′′ levels,
which covers > 99.9% of the population at 120 ◦C. The bound
and free wavefunctions needed to compute the matrix element
in Eq. (1) are obtained by standard numerical methods that
may be considered exact. The potential functions used here
are effective potentials including the centrifugal term propor-
tional to J(J + 1)/R2. Converting the absorption cross section
to decadic molar absorptivity εν and expressing the transition
moment function in debye (1D = 3.3456 C m), we have

εν = 108.861νGab[|〈ε′J ′′|μe(R)|υ ′′J ′′〉|2]avg. (2)

Spontaneous predissociation rates are proportional to a
squared matrix element like that in Eqs. (1) and (2). Since
Vigué et al.24 analyzed for J dependence, their results should
apply for rotationless potential curves. While the electronic
operators differ for the three modes and should even include
R−2 in the case of rotational predissociation, the integrals ac-
cumulate over such a narrow range of R that this dependence
may be incorporated in the scaling constant (except possibly
for the rotational predissociation24). Thus I represent the pre-
dissociation rate coefficients as in Ref. 24,

α2
υ = P |〈υB |εC〉|2, (3)

in which the continuum level εC in the C state lies at the same
energy as level υB in the B state.

B. Potential curves

At small R, all three potentials are represented as expo-
nential polynomials,17, 20

U (z) = A0 + B0 exp(a1z + a2z
2 + . . .); z ≡ R − R0,

(4)
in which R0 is set near the region of strongest absorption,
2.7 Å for A and B, but for C is taken as 2.83 Å, where this
potential is particularly well defined by the predissociation
data (see below). The ai are LS adjustable parameters, as are
A0 and B0 for the C potential. For the A and B states, A0 and
B0 are set to ensure a smooth join with the known regions of
these potentials from discrete spectroscopy at larger R. (This
attachment procedure is not used for C, for reasons given
above.) Beyond the attachment points, the required potential
energy points are obtained by interpolating on the A and B
RKR curves, with energy set to zero for R > Re (the pseudo-
continuum model). This removal of the attractive branches of
the A and B potentials gives them artificial dissociation limits
respectively 1639.9 cm−1 below and 3321.8 cm−1 above the
X-state limit.31 The C curve is similarly extrapolated to zero at
large R, but in this case by attaching an R−n segment beyond
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FIG. 4. Effects of various treatments on the repulsive branch of the B-state
potential curve. Each R shift is referenced to the RKR potential computed
from the constants given in Refs. 3 and 32, as R(RKR) − R. Note the 10-
fold magnification of the RKR-IPA differences; the irregular behavior beyond
4200 cm−1 is attributable to the RKR curve.

the last fitted RKR point (since Eq. (4) does not go to zero at
large z).

The A-state spectroscopic parameters derived in Ref. 7
were near-dissociation expansions for the highest observed
levels, and the RKR repulsive branch derived from them
behaves smoothly almost to the limit of the analyzed data
(υ = 35). In the present analysis, I have used the Ref. 7-based
curve up to υ = 29 on the repulsive branch. The points of
attachment for the small-R extension are (energies relative to
the potential minimum)

A : U (2.804259 Å) = 1451.281 cm−1;

U (2.805916 Å) = 1431.379 cm−1. (5)

For the B potential, I first used an RKR curve calculated
from the constants given by Gerstenkorn and Luc,3 with
smoothing of the small-R region (<2.63 Å) to remove the
small RKR anomalies there. However, for this state two
potentials that should be better have been published—an in-
verted perturbation approach (IPA) potential by Gerstenkorn
et al.3, 32 and the direct quantal fitting determination by
Salumbides et al.5 The IPA potential tracks the RKR curve
closely up to about 4250 cm−1 (υ = 60), where the erratic
behavior in the latter sets is shown in Fig. 4; however, the IPA
curve does not seem to reproduce the spectroscopic energies
as well as indicated in Fig. 2 of Ref. 32. For example there is
a roughly constant 0.03 cm−1 offset between the Gυ eigenval-
ues and their values computed from the spectroscopic param-
eters. The quantal potential from Ref. 5 behaves anomalously
on its repulsive branch above the high-υ limit of the data
(υ = 43), where the small-R extension was attached. Also,
it is displaced to small R by >0.0005 Å over the region of
importance for absorption. This behavior is likely due in part
to use of a nonadiabatic correction term in the centrifugal po-
tential, which means this modification should be used in any
rotational averaging of the B ← X spectrum. Then it becomes

a question whether this should also be done for the A and C
states. (It was deemed not necessary for the X state in Ref. 5.)

For consistency I retain the usual adiabatic centrifugal
potential for all states, but I allow for various points of attach-
ment for the small-R exponential extension of the B curve. As
is discussed below, the fitting is surprisingly sensitive to this
choice. My base curve is the RKR curve, as after adjustment
with my attachment, this gives better spectroscopic properties
than the similarly modified IPA potential. For future reference
I include in Fig. 4 the effects on the B repulsive branch of
these choices. Note that here an R shift of 0.0005 Å corre-
sponds to an energy shift of 10–15 cm−1, which represents a
spectral shift of 0.3 nm below 500 nm.

The quantal X potential was determined in Ref. 5 with-
out the nonadiabatic centrifugal potential and differs from the
RKR curve in the low-υ region of concern here by a negligi-
ble ∼10−5 Å in R. I have used the RKR curve computed from
the constants of Martin et al.4

For the B → C predissociation calculations, I use the
Gerstenkorn and Luc RKR curve for the B state. For the C
potential, I use the exponential expansions and also inverse
power and 6–12 forms, as have been used to treat this problem
before.

C. Least-squares algorithm

The computations were designed like those used for Br2

in Ref. 20, and were coded in double precision Microsoft
FORTRAN for a PC. The algorithm included the Marquardt
modification,33, 34 which was invaluable in limiting diver-
gence. The spectral data were treated as infinite-resolution
samples; checks showed that for a 1-nm bandwidth, the ob-
served variations in ε produce negligible deviations from
Beer’s Law for truly continuous absorption. In addition to the
parameters for the potential curves, the fit model included 7
parameters for the transition moment functions, with those
for A ← X and C ← X treated as linear functions of R but
that for B ← X as quadratic. To deal with the perceived sys-
tematic errors discussed earlier, wavelength shift parameters
were included for both my spectra and those of Tamres and
Bhat,26 and intensity scaling parameters were included for
my two spectra separately (to allow for possible cell tem-
perature errors at my higher T) and for the Ref. 26 spec-
tra collectively.35 The sinusoidal wavelength correction for
my spectrophotometer was adopted as determined,28 though
the phase factor was checked as an adjustable parameter in
some computations. The final parameter was the B → C pre-
dissociation factor from Eq. (3). With allowance for 2 ad-
justable parameters for the A and B potentials and 6 for the
C curve, the final model had 24 parameters; however, not all
of these were statistically significant in the results discussed
below.

As in the Br2 study, statistical errors in the derived
spectra, potential curves, and transition moment functions
were computed using the full expression for error propaga-
tion, as needed for the correlated fit parameters;36 all par-
tial derivatives required here and in the fitting were evaluated
numerically.
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FIG. 5. Estimates of continuum absorptivity in region of discrete B ← X
absorption (points, Ref. 16, two sets of experiments) compared with esti-
mates of the total (solid curve) and component bands (dashed) obtained from
present analysis of spectra at two temperatures.

IV. RESULTS AND DISCUSSION

A. Preliminary analysis of absorption spectra

Initially, just the new data at two temperatures and the εc

estimates from Ref. 16 were included in the analysis, for the
purpose of checking consistency and testing the importance of
different assumptions in the model – such as numbers of ad-
justable parameters needed for the potentials. Results (Fig. 5)
showed that the model could accommodate the new εc data in
the 525–640-nm region with only two terms in the exponen-
tial expansion for the A-state potential, one or two for B, and
two or three for C, with linear transition moment functions for
all three transitions. Results were also roughly consistent with
the Ref. 16 determination of |μe(R)|2 for the B ← X system
(Fig. 6), justifying inclusion of these data in the fit; however,
in this case the transition moment function was defined to in-
clude a term quadratic in R, to allow for deviations from the
linear form over the larger range of R encompassed in the
present analysis.

The early fitting showed that the transition moment
slopes for the A ← X and C ← X systems were not well deter-

FIG. 6. B ← X transition strengths from Ref. 16 (points, two sets of ex-
periments), compared with results from present analysis for a fit model hav-
ing 2, 1, and 2 adjustable parameters in Eq. (4), for the A, B, and C states,
respectively. The curves represent results obtained using just the average J
(solid) and averaging over 5 J levels (dashed) in the analysis of spectra at two
temperatures.

mined statistically and were also sensitive to minor changes in
the model. (Similar results were obtained in the earlier analy-
sis of the Br2 spectrum when data for only two temperatures
<30◦ apart were included.20) This result led me to add the
data from Tamres and Bhat,26 which extend to 120 ◦C. Com-
parisons of these data with mine then led to the inclusion of
wavelength shift and intensity scaling parameters to accom-
modate likely systematic errors in the different data sets.

In the effort to understand these source-dependent differ-
ences, I became aware of an instrumental problem that put
my own wavelengths in doubt, even though I had previously
characterized the wavelength error for this instrument in great
detail.28 Although these effects are still being quantified,37 it
is clear that the wavelength corrections depend upon a number
of instrumental parameters. For the 1-nm resolution and 2-nm
sampling used for my spectra, it is difficult to determine the
correction from scans of atomic emission lines. Accordingly,
this correction was incorporated in the analysis, giving final
subtractive corrections <0.20 nm. For the Ref. 26 data, the
fitting indicated a positive wavelength correction of 0.8 nm.
Note that because the analysis is anchored by secure knowl-
edge about the A and B potentials at larger R, both of these
corrections can be determined by fitting.

The intensity scaling factors cannot all be determined si-
multaneously, because all fitted spectral quantities are propor-
tional to one of these; thus for fixed weights, the experimental
values will simply collapse to zero to reduce the minimization
target, the sum of weighted squared residuals.38 From prelim-
inary examination, the Ref. 26 absorptivities were systemati-
cally larger than mine. Thus I examined results for two lim-
iting assumptions—scale factors of 1.0 for either the Tamres
and Bhat data or for my 35◦ data. With the former assump-
tion, the fitted scale factor for my 35◦ data was 1.0045(48);
with the latter, the factor for the Ref. 26 data was 0.9856(48).
In both cases the scale factor for my 64◦ data was smaller than
that for the 35◦ data by 0.35%. Since 35◦ was only 12◦ above
room temperature, those cell temperature estimates should be
more trustworthy, as mentioned earlier. Then the smaller scale
factor for my 64◦ data translates into a −1.2◦ correction to that
cell temperature. For the final analysis I chose to fix the scale
factor for my 35◦ data at 1.00 and that for the Ref. 26 data at
0.99, the latter in deference to the stated precision of the mass
measurements used to determine the amount of I2 in their
cell.

B. B → C predissociation

From their observations of interference effects and of
very similar B-state vibrational dependence for hyperfine, ro-
tational, and magnetic predissociation, Vigué et al.24 con-
cluded that all three processes involved the C state. They
also found39 that the 6–12 potential devised by Chapman and
Bunker (CB) to explain magnetic predissociation,40 and as-
sociated by them with a presumed 0−

u state, better accounted
for the vibrational dependence than a potential of form R−9

estimated by me from an early treatment of B → C spon-
taneous predissociation.41 My updated analysis10 of the C
← X absorption replaced the R−9 curve with one of form
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FIG. 7. I2 B and C potentials relevant to B → C predissociation (below),
and statistical error in the C potential (above). LS-fitted C curves: 1 – UC

= −41 + 9.69 × 107/R9.606; 2 – UC = −2155 + 6.55 × 106/R6.64. Error
curves (above; note logarithmic scale): solid – from spectral fitting using a 4-
parameter exponential polynomial; dashed – predissociation fitting yielding
curve 1. Energies are relative to the first dissociation limit. B-state vibrational
levels 10−40 are shown; the B/C crossing occurs just above υB = 2.

R−9.5, which lies very close to the CB 6–12 curve in the rel-
evant R region; in fact both cross the B curve only 0.0001 Å
apart, near 2.896 Å and 3535 cm−1 above the first dissociation
limit.

The C curves obtained from the early analyses of the
absorption spectra mostly agreed adequately with these two
curves in the absorption region (2.6–2.8 Å), but they did not
reproduce the υB dependence of the predissociation. In fact,
when employed in precise quantal calculations of the B-C
overlap integrals, even the 6–12 and 9.5 potentials did not
give optimal statistical agreement with the α2

υ values from Ta-
ble VII of Ref. 24, as could be seen from significantly im-
proved statistics when slightly altered versions of these were
used. These observations led me to code the problem for least-
squares optimization, from which the most instructive result
was the remarkable precision of the fitted C potential near
2.83 Å, illustrated in Fig. 7. It was this result that led me
to take this as the reference distance R0 for the C state in
Eq. (4). Note that this distance is 0.07 Å smaller that R at
the B/C crossing. (The average R value, or R centroid, is the
crossing R.)

A second surprise from the predissociation fitting was
finding two different local LS minima when an inverse-power
form was used for the C potential. These are the two fitted C
curves illustrated in Fig. 7, and their performance in reproduc-
ing the rates is illustrated in Fig. 8. One of these curves lies
very close to the CB 6–12 potential; but in fact the other yields
the better fit. However, even the latter χ2 value is too large,
having a probability <0.001 for the 18 degrees of freedom in

FIG. 8. Rate coefficients for magnetic predissociation from Ref. 24 and fitted
results from C potential curves 1 (solid) and 2 (dashed) shown in Fig. 7.
For large υB, where the rate data represent a range of levels, the errors have
been expanded to include the effect of the υB uncertainty. The two fits gave
reduced χ2 values of 4.04 (solid) and 2.89.

this fit.42 This is perhaps a consequence of overly optimistic
statistical errors in the α2

υ values, or limitations in the model
used to obtain them. On the other hand, it could indicate that
a second final state participates weakly in the predissociation.
This possibility is discussed further below.

Only the first LS-fitted C curve in Fig. 7 resembles the
results from the spectral fitting. Efforts to meld this curve with
the best from the spectral fitting proved frustratingly difficult,
so I coded for simultaneous LS analysis of both the spectral
and the predissociation data. At the same time I added 8 points
on the repulsive branch of the RKR curve for the C-state well,
as was noted earlier. This approach succeeded, yielding final
predissociative rate factors close to those shown (solid curve)
in Fig. 8.

C. Dependence on B-state point of attachment

As was noted in conjunction with Fig. 4, the LS χ2

showed a clear dependence on the point of attachment of the
exponential B extension to the RKR curve, dropping mono-
tonically by 4.5% as the attachment point was lowered from
υ = 46 to υ ≈ 35, and then stabilizing. The resulting B poten-
tial, after adjustment to preserve the RKR widths,22 actually
displays better quantum mechanical reliability than the RKR
curve, as is illustrated in Fig. 9. However, it still gives rota-
tional energies exceeding the experimental values by as much
as ∼0.05 cm−1 at the upper data limits of υ and J, so can-
not be considered adequate. A full direct-potential analysis
of the B state data is beyond the scope of the present work.
However, it is useful to indicate the sensitivity of the fitting to
the attachment point, as this constitutes an assumption of the
model.

Changes in the attachment point for the B potential
most significantly affect the transition moment functions for
B ← X and C ← X and the estimated C ← X spectrum.
Figure 10 shows that the differences in the latter exceed
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FIG. 9. Quantal properties of RKR B-state potential (dashed) and its modifi-
cation as obtained from spectral fitting with exponential polynomial attached
at υ = 33 (solid). Plotted quantities are computed – spectroscopic. The com-
bined vibrational and rotational energy excesses are comparable for the two
curves at high υ and the upper limit of the J data field in Ref. 3. (The RKR
curve is smoothed above υ = 61 with a potential of form 1/R,13 as indicated
by its behavior at smaller υ.)

the statistical error; they are compensated by changes in the
B ← X spectrum that preserve the greater precision of the to-
tal spectrum. The transition moment function for B←X has
a statistically significant quadratic component for the higher
attachment but is adequately linear for the statistically best fit
(Fig. 11). The slope of the C ← X moment function changes
sign for the same change in potentials. The negative sign is
consistent with behavior observed for Br2 (Refs. 17 and 20)
and predicted theoretically for I2;43 however, this slope is only
marginally determined in the best fit and smaller in magnitude
than estimated from theory. The B ← X transition moment is

FIG. 10. Computed C ← X spectra for attachment of the small-R extension
of the B potential at υ = 33 (with 1-σ error bars) and at υ = 46; and the
uncertainty (1σ ) in the total spectrum (scale right).

FIG. 11. Electronic transition moment functions for the B ← X and C ← X
transitions. Broken curves represent results obtained attaching the B exten-
sion at υ = 46. Points are theoretical estimates from Ref. 43. The solid curve
for B ← X is from Ref. 16. Error bars (shading) are 1σ .

of course very well defined in the region of strong absorption,
where it is pinned down by the precise results from Ref. 16;
the best-fit results remain consistent with the latter at larger R.
The model error in the B and C potential curves exceeds the
statistical error in the absorption region, but beyond the B/C
crossing, the C potential is less sensitive to the attachment
point (Fig. 12). The A state and its properties (not illustrated)
are much less sensitive to the point of attachment of the B

FIG. 12. Model error (�U) and statistical error in B and C potential curves.
The �U values are the differences between results obtained attaching the
small-R B extension at υ = 46 and at υ = 33, in the sense U46 − U33. The
statistical error in the B potential vanishes at the point of attachment to the
RKR curve, as the latter is treated as error-free.
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TABLE I. Least-squares analysis of I2 visible absorption and B-state
predissociation.a

Parametera ,b A Bc C

A0 − 226.70 − 1783.226 − 211.0 (2.5)
B0 3401.305 4408.223 4599.3 (2.5)
a1 − 6.36(17) − 4.63 (11) − 3.297 (23)
a2 − 4.0 (1.1) 0.505 (49)
a3 − 0.46 (11)
a5

d − 0.33 (7)
μ0

e 0.2845 (11) 1.0055 (12) 0.4714 (32)
μ1

e − 0.048 (33) 0.72 (3) − 0.16 (11)
μ2 − 0.17 (42)
χ2

ν 1.186

aPotential curve parameters as defined in Eq. (4), with R0

= 2.7 for the A and B states, 2.83 for C; transition moment functions defined
as |μe | = μ0 + μ1z + μ2z2, with z = (R − 2.7).
bStandard errors in parentheses, in terms of final digits. Units cm−1, Å, and debye, with
energies defined relative to state Te values (A and B) or dissociation asymptote (C).
Other parameters: wavelength corrections (additive, nm)— −0.14(7) for present data
and 0.80(9) for Ref. 26; intensity scale factors—1.00 for present data at 35 ◦C and 0.99
for Ref. 26 (both fixed), and 0.9963(8) for 64 ◦C. All parameters have been rounded
systematically to preserve accuracy (Ref. 44).
cPredissociative rate coefficient (P in Eq. (3)) = 3.22(3) × 1010 s−1 T−2.
dNote absence of fourth-order term, which was dropped for statistical insignificance; the
original fitted value was −0.07(94).
eTransition moments fitted for assumed nondegenerate transitions. With allowance for
electronic degeneracy (Gab in Eq. (1)), the values of μ0 and μ1 for the A−X and C−X
systems should be divided by

√
2.

extension, so their statistical errors adequately encompass the
uncertainties.

D. Recommended results

The results from the fit with the B-state extension at-
tached at υ = 33 are given in Table I, and the correspond-
ing computed spectrum is given in Table II for two temper-
atures, to aid in interpolating for other temperatures in this
approximate range. (The component bands are available in
the supplementary material.25) The error plotted in Fig. 10
is a guide to the statistical reliability of these results, but it
should be augmented by ∼0.5% in recognition of remaining
intensity scale uncertainties. Also, these results are from the
pseudocontinuum model for the B state, so they are not easily
related to experimental observations in the 500–630-nm re-
gion, where discrete vibrational structure remains prominent
at quite low resolution, even when the rotational lines are suf-
ficiently pressure-broadened to render Beer’s Law applicable
at low-to-moderate resolution (0.1–1 nm); treating such struc-
ture requires a different approach.16, 45

In addition to the data already discussed and used in the
present analysis, there have been several recent attempts to
measure ε precisely in the region λ ≤ 500 nm, stimulated in
part by increased interest in measuring atmospheric I2.45–48

The most precise of these is 572 ± 6 l mol−1 cm−1 at 500 nm
from Spietz et al.,45 which is significantly below the present
room-T estimate (590 ± 4 l mol−1 cm−1). The values at this
wavelength from Saiz-Lopez et al.47 (599) and Bauer et al.48

(588) agree with mine. However, their estimates at 436 nm—
40.0 (Ref. 47) and 36.9 ± 1.3 (Ref. 48) lie above my cal-
culated room-T value (31.0 ± 0.4). In fact, the cross sec-

TABLE II. Computed molar absorptivity (l mol−1 cm−1) of I2(g) at 0 ◦C
and at 35 ◦C.a

λ

(nm) 0 ◦C 35 ◦C
λ

(nm) 0 ◦C 35 ◦C
λ

(nm) 0 ◦C 35 ◦C

390 0.18 0.28 565 405.54 415.96 740 24.04 24.06
395 0.37 0.56 570 345.89 361.42 745 22.13 22.34
400 0.73 1.05 575 291.04 310.35 750 20.28 20.65
405 1.38 1.89 580 242.13 263.84 755 18.50 19.02
410 2.47 3.29 585 199.56 222.44 760 16.80 17.45
415 4.27 5.49 590 163.45 186.41 765 15.19 15.95
420 7.08 8.83 595 133.52 155.69 770 13.69 14.53
425 11.34 13.73 600 109.30 130.01 775 12.29 13.20
430 17.52 20.69 605 90.14 108.95 780 10.99 11.95
435 26.22 30.24 610 75.36 92.02 785 9.79 10.78
440 38.07 43.02 615 64.28 78.68 790 8.70 9.70
445 53.78 59.66 620 56.23 68.39 795 7.70 8.70
450 74.08 80.85 625 50.60 60.62 800 6.79 7.79
455 99.74 107.28 630 46.84 54.87 805 5.98 6.95
460 131.49 139.57 635 44.51 50.74 810 5.25 6.19
465 170.00 178.24 640 43.21 47.86 815 4.59 5.50
470 215.71 223.55 645 42.62 45.89 820 4.01 4.87
475 268.73 275.37 650 42.47 44.59 825 3.49 4.31
480 328.57 332.99 655 42.57 43.71 830 3.03 3.80
485 394.05 395.08 660 42.75 43.08 835 2.63 3.35
490 463.20 459.63 665 42.88 42.58 840 2.27 2.94
495 533.16 523.97 670 42.92 42.13 845 1.96 2.58
500 600.45 584.98 675 42.76 41.63 850 1.69 2.26
505 661.21 639.36 680 42.37 41.00 855 1.45 1.98
510 711.99 684.29 685 41.75 40.23 860 1.25 1.73
515 749.65 717.30 690 40.91 39.33 865 1.07 1.51
520 772.28 737.03 695 39.83 38.26 870 0.92 1.32
525 778.42 742.43 700 38.55 37.07 875 0.79 1.15
530 768.32 733.85 705 37.09 35.73 880 0.67 1.00
535 742.51 711.76 710 35.45 34.25 885 0.57 0.87
540 703.36 678.15 715 33.66 32.64 890 0.49 0.75
545 653.11 634.77 720 31.81 30.98 895 0.42 0.65
550 595.24 584.47 725 29.89 29.27 900 0.35 0.57
555 532.61 529.50 730 27.94 27.53
560 468.56 472.66 735 25.98 25.79

aIndividual component bands provided as supplementary material (Ref. 25).

tion provided as a supplement to Ref. 47 lies uniformly about
10 l mol−1 cm−1 above my 35◦ spectrum for the entire re-
gion 400–485 nm; at long wavelengths it drops to zero near
740 nm, largely missing the A ← X shoulder in this region.

To the extent that there is a wavelength where ε is inde-
pendent of temperature, it appears to be 487 nm for tempera-
tures near room T, rather than 480, as claimed previously for
∼100 ◦C.26 My two computed spectra intersect there, with ε

= 416 l mol−1 cm−1.
As was noted previously (Fig. 1), the A ← X spectrum

and the small-R extension for the A potential curve have
changed little since my 1982 report. The analysis was actu-
ally presented earlier, in conjunction with a first estimated
RKR potential for the A state.49 More precise comparisons
show that at the current point of attachment of the extension
(Eq. (5)) the 1981 curve lies 0.006 Å to smaller R, placing it
∼80 cm−1 lower at that R. However, the current exponential
extension and the previous R−11 curve agree within the
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current statistical error for R = 2.43−2.73 Å, and differ by at
most 30 cm−1 in the range 2.53−2.76 Å.

For the predissociation data, the final fit yielded a sum
of weighted squared residuals slightly below that for the first
fitted C potential in Fig. 7, but still ∼50% higher than ob-
tained for a C potential not constrained by the spectral data
or the RKR points at large R. The pattern of residuals is sim-
ilar to that for the solid curve in Fig. 8—a computed shortfall
at small υ, an excess in the υ = 20–30 region, with largest
discrepancies at υ = 7 (−4.3 σ ) and 25 (3.9 σ ). Of the other
states that might augment B → C predissociation, the 0−

u orig-
inally invoked by Chapman and Bunker40 is now fairly well
known at larger R, where it lies well above the A state but
below C.50, 51 Theoretical calculations place it just to the left
of the B curve at smaller R,52 where it could increase the
computed predissociative decay at high υ; however that is in
the wrong direction to reduce the residuals in Fig. 8. Other
candidate states for B-state predissociation are even less well
known, so more detailed consideration of their possible roles
seems unwarranted at this time. Regarding the systematic dif-
ferences between experimental and computed rates, recall that
the three analyzed processes did not all yield perfectly scal-
able υB dependence, with the rate coefficients for rotational
predissociation showing the clearest discrepancies.24 This be-
havior was attributed to a strong R-dependence in the elec-
tronic matrix element from a near-cancellation of two con-
tributing terms, an explanation that is only partly supported
by more recent theory.53 On the other hand, other experiments
have yielded higher estimates of the hyperfine and rotational
predissociation rates in the υB = 17–25 range,54 largely re-
moving the special discrepancies there. My attempts to ex-
plain the smaller systematic disparities in the magnetic rates
by including an R-dependent electronic matrix element have
been to no avail; however, these efforts have been limited to
linear functions of R, and it is possible that narrow peaked
functions might have a more significant effect, as they do in
other predissociations.55

The large residuals for the predissociation data ac-
count for about half of the excess in χν

2 for the analysis
(Table I), relative to its expected value of unity. A residuals
plot for the spectral data can be found in the supplementary
material.25

V. CONCLUSION

Absorption spectra of I2 are recorded with high quan-
titative precision at 1-nm resolution over the spectral range
400–850 nm, and together with other spectral and predissoci-
ation data, are analyzed by least-squares using quantum calcu-
lations of the required Franck-Condon matrix elements. The
results yield an improved resolution of the spectrum into its
three electronic transitions and better estimates of the small-R
regions of the A, B, and C potential curves. For purely con-
tinuous absorption at λ ≤ 500 nm, the fitted molar absorptiv-
ity at 35 ◦C and its calculated counterpart at 0 ◦C should now
be reliable within ∼0.5%, but full realization of such preci-
sion requires wavelength accuracy better than 0.2 nm. The
electronic transition moment function for the B ← X tran-

sition is very well determined, thanks to inclusion of pre-
cise results for it from a different recent analysis. For the A
← X and C ← X systems, the moment function shows a nega-
tive slope, in agreement with theoretical predictions; however,
the slope is only barely determined statistically, and for the C
← X transition is subject to model error, being clearly positive
if the small-R extension of the B curve is attached to the lat-
ter’s RKR curve at higher υ. In this connection, certain limita-
tions and inconsistencies in the B potential are pointed out and
discussed.

The new description of the C-state potential extends to
its van der Waals well at R > 4 Å and through the B-state
predissociation data, is especially precise (1 cm−1) at 2.83 Å,
which is 0.07 Å below its crossing with the B potential curve.
However, the fit of the predissociation data is not statistically
adequate, raising questions about the data and the possibility
that the C state may not be totally responsible for the predis-
sociation. In the spectral analysis, the C ← X transition is the
most changed quantity, the most significant difference being
its 18% smaller integrated intensity.

The method used for this analysis was established in prin-
ciple 35 years ago17 and could have been used for the present
analysis shortly thereafter, when the precise predissociation
data became available. Its present implementation has been
facilitated by the ease of collecting abundant, precise spec-
trophotometric data with instrumentation that has been avail-
able for at least 20 years. The R-dependence of the transi-
tion moment functions is the least well-determined quantity,
a deficiency I attribute to the limited temperature range of the
spectra. The analysis is greatly facilitated by precise knowl-
edge of two of the three required upper potential curves at
larger R, from discrete spectroscopy. It remains to be seen
how well the method can handle solution spectra,2 where such
information is lacking.
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