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The crystal structure of elements at zero pressure and temperature is the most fundamental information in condensed matter physics. For decades it has been believed that lithium, the simplest metallic element, has a complicated ground-state crystal structure. Using synchrotron x-ray diffraction in diamond anvil cells and multiscale simulations with density functional theory and molecular dynamics, we show that the previously accepted martensitic ground state is metastable. The actual ground state is face-centered cubic (fcc). We find that isotopes of lithium, under similar thermal paths, exhibit a considerable difference in martensitic transition temperature. Lithium exhibits nuclear quantum mechanical effects, serving as a metallic intermediate between helium, with its quantum effect–dominated structures, and the higher-mass elements. By disentangling the quantum kinetic complexities, we prove that fcc lithium is the ground state, and we synthesize it by decompression.

Away from ambient conditions of pressure and temperature, lithium exhibits unusual and complicated behavior, including numerous temperature- and pressure-induced phase transitions to low-symmetry structures (7), metal to semiconductor to metal transitions (8, 9), both a maximum and a minimum temperature in its melting line (10, 11), and superconductivity with an anomalous isotope effect (12–15). At room temperature and pressures below 7 GPa, $^7$Li crystallizes in the body-centered cubic (bcc) structure. When cooled below $T \approx 77$ K (at $P = 0$ GPa), bcc $^7$Li undergoes a martensitic transition to a close-packed structure (16), identified as the 9R structure (17, 18), which has a nine-layer stacking sequence and has previously been assumed to be the ground-state structure. It is odd that a simple metal would adopt a complicated atomic arrangement at zero pressure, and despite much theoretical effort to understand the multifaceted physics underlying the small differences between the energies of various close-packed structures, there is no clear explanation in the literature (e.g., [19–21]).

The free energy landscape of materials often contains multiple local minima, and the critical role of quantum effects in controlling the kinetics of changing between them has only recently been recognized (22). Consequently, a proper determination of thermodynamic states requires careful in identifying the $P$-$T$ paths along which a phase diagram is constructed. Earlier high-pressure, low-temperature structural phase diagrams of lithium were constructed on the basis of few experimental studies that used only $^7$Li (7, 23, 24). Lithium is an extremely challenging material for high-pressure studies: It reacts chemically with many materials (e.g., it causes gasket metals and diamonds to become brittle), and diffraction experiments are challenging because of low x-ray and neutron scattering cross sections.

Structural transitions: Experimental evidence

With only three electrons, lithium is a very weak scatterer of x-rays, and the low-temperature structures of lithium have mainly been studied by neutron scattering. However, because of the high neutron absorption cross section of $^7$Li (940 barn), these studies have only been performed on $^6$Li (0.0454 barn) (e.g., [17, 23, 25]). Hence, the $P$–$T$ structural phase diagram of $^7$Li has not previously been reported. Moreover, the structural boundaries of $^7$Li below 80 K were uncertain, especially with respect to transformations between the martensitic and face-centered cubic (fcc) phases. Because of advances in synchrotron beam quality, diamond anvil pressure cells can be used to investigate the low-temperature and high-pressure regions of the lithium phase diagram (26).

We observed a large difference between the martensitic transition in the $^6$Li and $^7$Li samples under similar conditions (Fig. 1), contrary to early ambient-pressure studies (26–28). We found that the $^6$Li samples did not show any evidence of a martensitic transition or any other structural phase transitions during isobaric cooling between 0.2 and 2.0 GPa (Figs. 1A and 2A). They remained in the pure bcc structure down to the lowest temperature we measured (~16 K), regardless of whether we used helium or mineral oil as the pressure medium. Cooling $^7$Li at pressures below 3.3 ± 0.3 GPa always resulted in the appearance of martensite peaks mixed with bcc peaks below 75 K. For $^7$Li we first observed evidence of a transformation from the bcc phase to the martensitic phase at ~20 K and ~2 GPa during both isobaric cooling and isothermal compression. With further pressurization of the $^7$Li sample to 2.45 GPa at $T = 20$ K, we observed the appearance of additional fcc peaks (fig. S2).

Under hydrostatic conditions during isobaric cooling to low temperature, bcc $^7$Li transformed to fcc at pressures higher than 3.3 ± 0.3 GPa. This finding removes an ambiguity in the previous boundaries of the fcc and martensitic states (29). For $^7$Li, the point at which bcc transforms to fcc was above 4.0 GPa (Fig. 1A). These boundaries based on isobaric cooling do not always match up with the results from isothermal compression. The fcc structure always remained stable during isobaric cooling (Fig. 1, A and B); unlike the bcc structure, it did not undergo a martensitic transformation. We found that the critical pressure for bcc $\rightarrow$ fcc at room temperature was independent of the isotopic mass.

We observed that the pressure onset of phase transitions that include low-temperature paths depended strongly on the specific temperature-pressure path taken (26). For example, reaching ~3.5 GPa and ~20 K during isothermal compression of the $^7$Li sample led to mixed bcc and martensitic structures (Fig. 1B, data point 3), whereas during isobaric cooling to the same $P$-$T$ point, no evidence of the martensite was
observed, and instead the sample crystallized in fcc → bcc (Fig. 1B, data point 7). We found (Fig. 1 and figs. S6 and S7) that the martensitic phase was only ever obtained from bcc → martensite transformations. Although transitions from martensite to fcc were seen, the reverse process never occurred.

Of particular interest is the P-T path shown in Fig. 1D, where we pressurized the bcc 7Li sample at ambient temperature to >8 GPa to produce fcc and then cycled back across the phase boundary to demonstrate low hysteresis. We then cooled the sample to 20 K at ~10 GPa and depressurized it to 2 GPa, accessing the 9R phase. We then warmed the sample to 120 K, which is above the reported 9R phase boundary (23). The sample remained fcc throughout this path. Further warming to room temperature induced a transition to bcc. Finally, we cooled the sample back to 20 K, then depressurizing to ambient pressure (Fig. 1C).

**Explaining the 9R-martensite transition**

The 9R structure was believed to be the ground state of lithium on the basis of the reproducibility of diffraction patterns from ambient-pressure isobaric-cooling studies (17,18,25,26,29). However, it was ignored by theorists, even in high-pressure work (30–35). The martensite has a well-defined crystal structure and it cannot be dismissed as a highly defective version of something simpler (24). However, the observed bcc → 9R transition does not prove the existence of a phase boundary because it is not reversible. Upon heating, the martensite transforms to fcc before returning to bcc (Fig. 1A) (29).

We performed well-converged free energy calculations using all-electron density functional theory (DFT) and the quasiharmonic approximation for phonons (QHA) (26). We found stable phonons as well as free electron–like band structures and Fermi surfaces for all phases up to 5 GPa (26). Additional calculations using the SCAILLD method (36) showed that anharmonic effects are negligible at these temperatures (fig. S11). The DFT calculations reveal a fcc ground state. The bcc structure is stable at high temperature and low pressure because it has higher entropy and volume. The fcc → bcc transition temperature we calculated increases with pressure (Fig. 3), and the value of 166 ± 10 K at zero pressure is in agreement with the reported values for the retransformation upon heating (16, 18, 21, 29, 37).

The 9R phase is always unstable with respect to fcc and other close-packed stackings such as hexagonal close-packed (hcp). Our calculations show that 9R becomes stable relative to bcc at 80 K and 0 GPa, with the phase boundary rising with pressure. To reconcile these DFT results with the experimental observation of the martensite, we directly simulated the martensitic transformation. This required modeling very large numbers of atoms with molecular dynamics (MD), which is currently unfeasible using DFT. We therefore derived a bespoke many-body interatomic potential (26) fitted directly to the relevant DFT properties. The new potential reproduces the DFT phase behavior (with fcc being the
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**Fig. 1.** Observed stable and metastable crystal structures of 6Li and 7Li measured along the identified P-T paths. (A) Isobaric results for 6Li. Isobaric cooling paths are connected by gray lines as guides to eye. Data points collected during isothermal compression or isobaric warming are labeled in numerical order. We used mineral oil (crossed symbols) or He (dotted and solid symbols) as pressure-transmitting media. Blue dotted lines show the onset of bcc → close-packed transitions upon cooling. The dot-dashed line shows the tentative bcc-fcc boundary based on the limited data available for this region. (B) Isobaric results for 7Li. Open symbols are data from previous studies that used either mineral oil or no pressure medium during isothermal compression and isobaric cooling (7,23,42). Points 3 and 7 are very close in P and T but were approached via different thermal paths; the resulting structures are 9R + bcc and fcc + bcc, respectively. (C) Experimental paths for 6Li in P-T space to examine the possibility of a reverse fcc → 9R transformation during decompression. Dotted and dot-dashed lines are the transition lines from (A). During decompression, we observed the pure fcc structure deep in what was previously identified as the 9R stability region. (D) Experimental paths for 7Li in P-T space with the same observation of the fcc structure in the 9R stability region. Dotted lines are the transition lines from (B). Points 12 to 14 show the martensitic transition of 7Li during isothermal compression, followed by a transition to fcc. Error bars in all panels denote the estimated experimental uncertainty in the temperature of the sample and are comparable to the symbol size where not shown.
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thermodynamically stable phase at low temperature and pressure) as well as the lattice parameters and elastic properties of relevant phases. As with DFT, the potential model shows that the bcc phase is entropically stabilized over fcc above ~150 K.

We used the large-scale MD simulations to simulate the cooling transition (26). We used 128,000 atoms, starting with either a bcc single crystal or bcc nanocrystals, and cooled them into the region of fcc stability. We observed transformations to a twinned, close-packed structure that is neither fcc nor pure 9R (Fig. 4A). The apparent contradiction between the known fcc ground state of the potential and the observed martensite means that the bcc → fcc transition is kinetically hindered, and that a transition can only occur once all close-packed stackings are favored relative to bcc. Experimentally, the bcc → 9R transition is always complete, so the remnant bcc material in the sample provides nucleation sites for retransformation. Analyzing the stacking sequences of the largest twins leads to the surprising result that the stacking is nonrandom and has significantly more hcp-like h layers than fcc-like k layers. The 9R-like, three-layer hbk motif is prominent (Fig. 4A).

Using the Debye method, we simulated the powder neutron diffraction patterns for the three main twins generated in the MD simulation (Fig. 5). We compared these simulations with the best ambient-pressure neutron diffraction experimental data (38). Our simulated diffraction patterns for the martensite twins show all of the features observed in the experiment without any fitting. The simulated martensitic patterns yield a better approximation of the experimental data than does the 9R structure itself. This includes the shift and broadening of the (1 0 4), (0 1 5), (1 0 13), and (0 1 14) reflections relative to the ideal 9R prediction, and the suppression of peak intensities in the 34° to 48° region. Because the stacking sequences extracted from the MD simulation comprise only 21 to 47 layers, the simulated patterns from single twins show signs of finite-size effects; most notably, the (1 0 13) and (0 1 14) reflections in the largest twin pattern are less broadened and shifted more with respect to the ideal 9R pattern than observed in the experiment. However, the three-twin average already shows a much better agreement with the experimental results.
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However, the key point is that our patterns are generated ab initio, without adjustable parameters or any reference to 9R. Our structure arises generated ab initio, without adjustable parameters. The close-packed layers are shown edge-on, exposing the stacking sequence. Atoms with a local hcp (h) or fcc (k) environment are shown in dark purple and cyan, respectively (43). Other colors mark atoms without close-packed coordination at cell and grain boundaries. There are three separate twins, as well as a region of pure fcc (which is a known finite-size effect) (44). Such fcc regions form only in MD cells with orientations incompatible with a two-twin microstructure. MD simulations in supercells rotated 45° about [100]bcc produced microstructures with only two twins. Simulations starting with bcc nanocrystals produced an ultrafine twinned microstructure that coarsened slowly. Simulations with high cooling rates remained coarsened slowly. Simulations with high cooling rates remained.

**Isotope and quantum effects**

In classical thermodynamics, free energy differences between phases are independent of the nuclear mass, but at low temperatures, quantum effects can lead to differences in behavior for different isotopes because both vibrational and zero-point effects are dependent on mass. In lithium, the zero-point energy is large at 300 K. Isotope effects in the shear modulus in lithium under pressure are evidence of the quantum contribution (3, 39). Although the zero-point energy of lithium has a large contribution to the vibrational energies and may influence high-pressure structures (3, 35), the calculations do not suggest a major shift in the martensitic metastability limit between the two isotopes.

Entropy differences between phases ultimately drive thermal phase transitions, but the kinetics of the transition can prevent some transformations. The MD simulations demonstrated that the martensitic transformation path is complicated by the need to generate many different stacking sequences. We therefore postulate that the transformation begins only when all close-packed stacking sequences are stable against bcc. Because 9R is the least favorable stacking we have found, we associate the observed martensitic transition with the $P-T$ conditions where 9R becomes more stable than bcc (Fig. 3B).

We approached this issue with DFT calculations and the QHA for the vibrational properties. The fcc equation of state (Fig. 6) allows a direct comparison between measurements and calculations uncompromised by hysteresis; we find that $^{6}$Li is at a larger pressure for a given lattice parameter at low temperature (Fig. S13), consistent with ambient-pressure experiments (28), and that it has a lower compressibility than $^{7}$Li. Zero-point effects contribute to the pressure, so that a higher pressure is required to compress $^{6}$Li to the same volume as $^{7}$Li. Our calculations show that this implies a difference of ~25 MPa in the equation of state. The 9R structure is always thermodynamically unstable with respect to fcc, whereas bcc is stabilized at higher temperatures by vibrational effects. However, the isotope effect only shifts the phase boundary by a few degrees, so the thermodynamics indicates that fcc is the stable phase in $^{6}$Li at low temperature, as seen in the depressurization experiments but not upon cooling. The observed survival of bcc to zero temperature might be due to a quantum kinetic effect. This is not implausible: Whereas the isotope effects in thermodynamics scale with the square root of the mass difference, in the kinetics, the rate depends exponentially on the mass via the higher zero-point energy contribution to the transition-barrier free energy of $^{6}$Li. In principle, this could be tackled using large-scale ab initio path integral molecular dynamics, which includes both tunneling and zero-point effects, but such a calculation is currently intractable.
Martensitic transitions were reported to be sensitive to impurities and intrinsic defects such as vacancies in several systems (40, 41). Although our samples show very similar impurity levels (26), contributions from slight differences between the impurity levels of the samples, below our resolution, cannot be entirely excluded. However, the similarity in the martensitic transition of 7Li and natural lithium samples, regardless of their source and purity levels, as reported by many groups including ours, indicates that the observed phenomenon here is mass-related.

To understand the extent to which mass can affect the stability of lithium, we looked at the extreme, unphysical case of 3Li and 14Li, neither of which exists naturally. Whereas the bcc → fcc transition shows only a very small mass dependence, the bcc → 9R transition shows a very strong mass dependence, and the 9R phase would be entirely suppressed for 7Li up to 1.2 GPa (fig. S16). These results qualitatively resemble our experimental observations for stable isotopes of lithium, albeit for unphysical masses. The stability line obeys the third law of thermodynamics, which requires that the phase boundary must become vertical if it approaches the \( T = 0 \) K axis. This makes it extremely sensitive to small changes in the energy difference between bcc and martensite: If the real martensite has a higher enthalpy than 9R, then the zero-point energy may be enough to destabilize it in 6Li (22).

**Metastability regions**

Although 9R is not a stable phase of lithium and can only be obtained starting from bcc, the conditions where this occurs are reproducible and isotopically dependent. Under hydrostatic conditions, the bcc → 9R transition occurred at lower temperature and higher pressure in the 6Li samples. By contrast, the transition line 9R → fcc appears to be at higher pressure in 7Li: As discussed above, the 9R → fcc crossover pressure for isobaric cooling is 3.3 ± 0.3 GPa for the 7Li material and at least 4.0 GPa for the 6Li material. This suggests that the role of quantum effects is to inhibit the transition rather than to destabilize the 9R phase.

Combining these observations with the DFT results suggests that there are two important lines on the phase diagram (Fig. 3B): the true thermodynamic phase boundary between bcc and fcc, and a line designating conditions at which bcc is unstable with respect to any close-packed stacking sequence. The second line denotes the onset of the martensitic transformation mechanism, and it is the one observed in experiments. The ground state of lithium can be synthesized if this martensite line is avoided via a high-pressure path.

**The structure of lithium**

The experimental and calculated properties of lithium can be seen in a consistent manner that rewrites the understanding of this simplest of metals. In both 6Li and 7Li, the ground-state structure is fcc rather than 9R. A combination of zero-point energy and vibrational entropy stabilizes the bcc structure where it exists. Only the transition from bcc creates a metastable martensite, as it does not result from the structure's thermodynamic stability. A natural question that arises is whether the 9R states observed in other elements (e.g., Na, Sm) and alloys are thermodynamically stable phases.

In contrast to 7Li, we observed that in the 6Li samples, the bcc structure remained stable, relative to the martensite, down to the lowest measured temperatures for pressures up to ~2 GPa. The difference between 6Li and 7Li cannot be explained by thermodynamic calculations, and it indicates that quantum effects may play a crucial role in the transition kinetics.

We have synthesized the ground state of lithium in both isotopes using a high-pressure pathway to circumvent the martensitic transition.
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Lithium gets a new ground state
For the past 70 years, the lowest-energy crystal structure of lithium was believed to be a relatively complex one called the 9R structure. Ackland et al. show that this is incorrect. The actual lowest-energy structure for lithium is the much simpler closest-packed face-centered cubic form. In addition, \(^6\)Li and \(^7\)Li isotopes have crystal phase transitions at slightly different pressures and temperatures. This difference is chalked up to large quantum mechanical effects between the isotopes. Lithium is the only metal that shows this type of quantum effect and presents a challenge for theoreticians to explain.
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