
Image processing
The periodic contribution from the Si lattice was filtered out of the images using a
singular-value decomposition. The Sb atom positions were determined from the filtered
images using Source Extractor software27. Source Extractor smoothed the input images
with a 0.5-Å-wide gaussian, then identified collections of pixels with an area consistent
with the point-spread function of the STEM (,1.6 Å wide, which is six pixels in image x
and four pixels in image y) and 1.5 standard deviations (j) per pixel above the local
background as objects. The chance of a false atom detection from random noise is thus at
the 9j and 6j levels, respectively. Consequently, the image statistics are not expected to be
sensitive to precise threshold values. A 1.5j threshold was chosen because it was the
lowest value that did not produce false positives in the undoped region of Fig. 1. The
detection error between 0 and 1 Sb atoms is 3%, which is largely due to remnant thickness
variations.
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When a simple alcohol such as methanol or ethanol is mixed with
water1,2, the entropy of the system increases far less than expected
for an ideal solution of randomly mixed molecules3. This well-
known effect has been attributed to hydrophobic headgroups
creating ice-like or clathrate-like structures in the surrounding
water4, although experimental support for this hypothesis is
scarce5–7. In fact, an increasing amount of experimental and
theoretical work suggests that the hydrophobic headgroups of
alcohol molecules in aqueous solution cluster together2,8–10.
However, a consistent description of the details of this self-
association is lacking11–13. Here we use neutron diffraction with
isotope substitution to probe the molecular-scale structure of a
concentrated alcohol–water mixture (7:3 molar ratio). Our data
indicate that most of the water molecules exist as small hydrogen-
bonded strings and clusters in a ‘fluid’ of close-packed methyl
groups, with water clusters bridging neighbouring methanol
hydroxyl groups through hydrogen bonding. This behaviour
suggests that the anomalous thermodynamics of water–alcohol
systems arises from incomplete mixing at the molecular level and
from retention of remnants of the three-dimensional hydrogen-
bonded network structure of bulk water.

In spite of considerable research into the nature of alcohol–water
mixtures at the molecular level (see, for example, ref. 2 and several
experiments and computer simulations5,14–18), there still seems to be
little physical insight into the causes of the anomalous thermodyn-
amic properties of alcohol–water mixtures. To investigate these
matters, we perform a detailed determination of the methyl–methyl,
methyl–water and water–water correlations in a concentrated
mixture of methanol in water (7 methanol molecules:3 water
molecules), using neutron diffraction with hydrogen isotope label-
ling. The diffraction data are interpreted by empirical potential
structure refinement (EPSR; see Methods). Typical EPSR fits to our
diffraction data on the methanol–water mixture are shown in Fig. 1.
From the EPSR molecular ensembles, we derive site–site radial
distribution functions (RDFs), gab(r), which describe the relative
density of one type of atom, b, as a function of distance, r, from
another type, a. (In this experiment, the labels a and b can each take
on one of six possible atom types. They are C for methanol carbon,
O for methanol oxygen, M for methyl hydrogen, H for hydroxyl
hydrogen, OW for water oxygen, and HW for water hydrogen.) By
comparing RDFs derived from our data with RDFs derived from
previous diffraction data on pure methanol19 and pure water20, we
examine how the local ordering of the methanol molecules is
modified by the addition of small amounts of water. Although
many of the individual site–site RDFs are not determined separately
in the diffraction experiment (for example the OW–OW distri-
bution), the EPSR procedure ensures that all the estimated RDFs
are consistent with all the diffraction data.

The correlations between methanol molecules, as given by the
gCC(r), gMM(r) and gOO(r) RDFs, are shown in Fig. 2 for both pure
methanol and the concentrated aqueous mixture. Two notable
features emerge: when water is added, the near-neighbour distance
of the CC and MM functions shift to a lower radius by about 2% for
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CC and more than this, by up to 20%, for MM. At the same time the
first peak of the OO RDF does not move, but shrinks in size by about
50% and the second neighbour OO peak grows in amplitude and
moves to a larger radius. The addition of water thus has the net
effect of pressing the methyl headgroups closer together while
pushing the methanol hydroxyl headgroups apart, which results
in a reduction of the extent of methanol–methanol hydrogen
bonding in the mixture.

The degree of hydrogen bonding in the two liquids before mixing
is estimated by calculating coordination numbers for the OH and
OWHW RDFs in pure methanol and pure water respectively. (We
assume here that the OH coordination number up to the first
minimum in the relevant OH RDF represents the number of
hydrogen bonds associated with that atom pair.) This analysis
indicates that there are ,1.8 hydrogen bonds per methanol mol-
ecule in pure methanol and ,3.6 hydrogen bonds per water
molecule in pure water, yielding ,2.3 as the average number of
hydrogen bonds per molecule for a system composed of 7 parts
methanol and 3 parts water that have not yet been mixed. After
mixing, hydrogen bonding will be manifested in several RDFs of
water and methanol: OH, OHW, HOW RDFs for hydrogen bonds
involving methanol molecules, and OWHW, OWH, and HWO RDFs

for hydrogen bonds involving water molecules. In the 7:3 metha-
nol–water mixture, we find ,1.2 methanol–methanol hydrogen
bonds per methanol molecule but a further ,0.8 hydrogen bonds to
water molecules, making the total number of hydrogen bonds per
methanol molecule in the mixture ,2.0, that is, slightly higher than
for pure methanol. For each water molecule present in the mixture,
we find ,1.0 hydrogen bonds to other water molecules and 1.9
hydrogen bonds to methanol molecules, making the total number
of hydrogen bonds per water molecule ,2.9, which is only 20% less
than in pure water. For the mixture as a whole, the average number
of hydrogen bonds per molecules is ,2.3 per molecule, that is,
identical to the value for the same relative amounts of pure liquids
before mixing. The hydrogen bonds between methanol and water
molecules created upon mixing thus compensate almost exactly for
the water–water and methanol–methanol hydrogen bonds lost
upon mixing the pure liquids.

The water structure is analysed using the OWOW RDF, which is
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Figure 2 Methanol–methanol site–site radial distribution functions. a–c, The CC (a), MM

(b), and OO (c) intermolecular methanol–methanol RDFs estimated from the structure

refinement procedure for the methanol–water (7:3) mixture (dashed line, circles) are

compared to the same functions for pure methanol (solid line). r, distance between atoms.

Figure 1 HH, XH and XX composite partial structure factors for a methanol–water mixture

(70 mol% methanol). The case shown is where H/D substitution is performed on all

hydrogen atoms (solutions (1), (6) and (7) in Methods). The measured structure factors are

shown as the open circles. We note that the EPSR simulation fits simultaneously all nine

composite structure factors, although only three of those fits (solid lines) are shown here.

The lack of fit in some regions, particularly for the XX radial distribution function (RDF) at

low wave vector transfer (Q), is believed to arise from residual nuclear recoil scattering

(analogous to Compton scattering with X-rays) which is difficult to remove completely from

the neutron data.
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shown in Fig. 3 for both the mixture and pure water. The amplitude
of the first peak of the OWOW RDF for the concentrated methanol
solution is larger than that of the corresponding peak for pure water,
but the shapes and positions are very similar. (We note however,
that the OWOW near-neighbour coordination number, integrated
out to 3.5 Å in both cases, drops from 5.0 ^ 0.2 in pure water to
1.2 ^ 0.2 in the methanol–water solution owing to the much lower
water molecule number density in solution.) The second peak at
about 4.5 Å, a signature of the hydrogen-bonded network present in
pure water, is largely preserved in both position and amplitude in
the concentrated alcohol mixture. Figure 3 also illustrates the
correlation between water and the hydroxyl group of methanol,
by showing the OOW RDF. In this function, the second-neighbour
peak near 4.5 Å is sharper than in the corresponding OWOW RDF of
pure water, suggesting that the methanol hydroxyl group enhances
tetrahedral structure in the water surrounding it. These results
clearly contradict early predictions1 that the water structure cannot
exist in a concentrated alcohol–water solution.

A cluster analysis of the distribution of water molecules, derived
from the simulation of the scattering data, provides further struc-
tural insight. If water and alcohol were randomly mixed at the
molecular level, most water would exist as isolated molecules at the
concentrations we have used, with distinct water clusters being rare.
In practice although single water molecules (that is, cluster size 1)
do occur, these constitute only about 13% of all the water molecules
in the mixture. The remaining 87% water molecules occur in
clusters or strings containing 2 to 20 or more molecules; the most
likely structure is a three-water-molecule cluster. A snapshot of the
simulation box (Fig. 4) shows groups of water molecules hydrogen-
bonded together, forming small cavities in a ‘fluid’ of methyl
headgroups. In this image, two water clusters can be seen left of
centre and centre right, hydrogen-bonded to the hydroxyl groups of
surrounding methanol molecules. The function of hydroxyl groups
as bridges between methyl headgroups and water clusters explains
why, on average, the methanol hydroxyl groups are further apart in
the solution than in pure methanol. The concentration–tempera-
ture phase diagram of 0.7 molar aqueous methanol solution21 shows
that the system freezes only when cooled to approximately 170 K,
suggesting that the water clusters we see can be supercooled to very
low temperatures.

Frank and Evans4 interpreted the observed excess entropies and
enthalpies of solution for a wide range of solutes in terms of an
‘iceberg’ forming in the water surrounding a hydrophobic entity in
aqueous solution. This appealing concept strongly influenced

twentieth-century thinking about the way molecules interact in
aqueous solution11, although it was never confirmed by structural
data. The present results challenge this interpretation: contrary to
speculation that water structure is either enhanced or destroyed in
an alcohol solution1,2, we find that the local structure of water in a
concentrated methanol–water solution is surprisingly close to its
counterpart in pure water. Although we cannot calculate the
entropy of mixing directly from our data, they do imply that the
negative excess entropy observed in these systems1,4 arises from
incomplete mixing at the molecular level, rather than from water
restructuring. We further suggest that the sign and magnitude of the
excess enthalpy of mixing will be determined by an interplay
between the relative strengths of the alcohol–alcohol, alcohol–
water and water–water hydrogen bonds, because we find that the
number of hydrogen bonds per molecule in solution is not signifi-
cantly different from that in the pure liquids before mixing. The
polar interaction of water with the alcohol hydroxyl group is thus
likely to be a far more potent influence on the thermodynamic
properties of alcohol–water mixtures than any water restructuring
induced by the hydrophobic methyl groups. A

Methods
Diffraction experiment
Diffraction measurements were performed on the SANDALS diffractometer at ISIS. Seven
isotopically substituted solutions (Aldrich Chemicals) were prepared: (1) CD3OD in
deuterated water, D2O; (2) CH3OD in D2O; (3) A 50:50 mixture of solutions (1) and (2);
(4) CD3OH in H2O; (5) a 50:50 mixture of solutions (1) and (4); (6) CH3OH in H2O; and
(7) a 50:50 mixture of solutions (1) and (6). The solute–solute partial structure factor is
obtained by isotope substitution on the methyl hydrogens using solutions (1), (2) and (3).
Isotope substitution on the hydroxyl hydrogens of water and methanol as indicated in
solutions (1), (4) and (5) gives correlations between all the hydroxyl hydrogens. Finally,
solutions (1), (6) and (7) provide a measure of the correlations between all the hydrogens
in the solutions, including the methanol–water correlations. Each of these three sets of
solutions gives rise to three composite partial structure factors22 S HH(Q), S XH(Q) and

Figure 4 One of the simulated molecular boxes. Methyl groups are shown as grey

spheres. Large yellow spheres have been used to highlight the positions of water

molecules and small red spheres denote methanol oxygen atoms. This choice of sizes is to

emphasize that the fact that the average methanol carbon to water oxygen distance is

almost independent of the direction in which the water molecule is viewed from the

methanol molecule (see ref. 5). Yellow bonds join water oxygen atoms to other oxygen

atoms within their first coordination shell (r , 3.5 Å).

Figure 3 Water–water OWOW radial distribution functions. The methanol–water (7:3)

OWOWRDF (solid line) is compared to the corresponding function for pure water (circles)20,

and with the methanol–water OOWRDF in the methanol–water (7:3) mixture (dashed line).
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SXX(Q), where H corresponds to the labelled hydrogen and X corresponds to the
remaining unlabelled atoms for each set of three solutions.

Structure refinement
The nine composite partial structure factors which resulted from analysis of the diffraction
data were used as constraints in an empirical potential structure refinement (EPSR)23–25

simulation of the mixture, fixed at the experimental density and temperature. The cubic
simulation box of side 26.77 Å contained 245 methanol and 105 water molecules. The seed
potentials for the simulation were taken from the literature15. The EPSR procedure
modifies these starting potential energy functions so as to make the simulated structure
factors match as closely as possible the measured functions. An example of some of the fits
is shown in Fig. 1. This leads to an ensemble of model molecular distributions that are
consistent with the measured diffraction data.

Structure analysis
From these molecular assemblies, ensemble-averaged site–site radial distribution
functions (RDFs), gab(r), can be estimated, as can other structural quantities as described
below, all of which are consistent with the experimental data. Near-neighbour
coordination numbers are estimated from these RDFs by integration: Nab ¼

4prb

Ð rmax

rmin
gabðrÞr

2 dr; where Nab is the coordination number of b atoms around a atoms,
rb is the number density of b atoms in the liquid, and the range of integration is normally
chosen to coincide with minima in the respective RDF. Uncertainties in these values are
estimated from the observed fluctuations of gab(r) in the course of the simulation.

Cluster analysis is achieved by considering two water molecules to belong to the same
cluster if they are separated by 3.5 Å or less—this is the position of the first minimum in the
OWOWradial distribution function. The size of a water cluster is then determined by
counting all the water molecules that lie within the specified distance range of each other.
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The overflow and descent of cold, dense water from the sills of the
Denmark Strait and the Faroe–Shetland channel into the North
Atlantic Ocean is the principal means of ventilating the deep
oceans, and is therefore a key element of the global thermohaline
circulation. Most computer simulations of the ocean system in a
climate with increasing atmospheric greenhouse-gas concentra-
tions predict a weakening thermohaline circulation in the North
Atlantic as the subpolar seas become fresher and warmer1–3, and it
is assumed that this signal will be transferred to the deep ocean
by the two overflows. From observations it has not been possible
to detect whether the ocean’s overturning circulation is changing,
but recent evidence suggests that the transport over the sills
may be slackening4. Here we show, through the analysis of
long hydrographic records, that the system of overflow and
entrainment that ventilates the deep Atlantic has steadily changed
over the past four decades. We find that these changes have
already led to sustained and widespread freshening of the deep
ocean.

The Labrador Sea is a critical location for the Earth’s climate
system. In its upper and intermediate layers, annual-to-decadal
variations in the production, character and thickness of its con-
vectively formed mode water (Labrador Sea Water, LSW) directly
determine the rate of the main Atlantic gyre circulation5. Through
its deeper layers pass all of the deep and bottom waters that
collectively form and drive the abyssal limb of the Atlantic mer-
idional overturning circulation. Around its margins pass the two
main freshwater flows from the Arctic Ocean to the North Atlantic
(by way of the Canadian Arctic archipelago and the East Greenland
shelf) that have been implicated in model experiments with a
slowdown or shutdown of the meridional overturning circula-
tion1–3.

Over the past 3–4 decades, the entire water column of the
Labrador Sea has undergone radical change. From 1966 to 1992,
the overall cooling of the water column of the Labrador Sea was
equivalent to a loss of 8 Wm22 continuously for 26 years. Its
freshening (Fig. 1a) was equivalent to mixing-in an extra 6 m of
fresh water at the sea surface6. As a result, the steric height (caused by
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