ABSTRACT: In this study, the thermal, mechanical, and chemical equilibrium conditions are derived for binary solid—liquid equilibrium under the effect of an electric field. As an example, the effect of an electric field on the water/glycerol solid—liquid phase diagram is computed over the complete mole fraction range. We show that the application of an electric field can affect the composition dependent freezing and precipitating processes, changing freezing and precipitating temperatures and changing the eutectic point temperature and mole fraction.

1. INTRODUCTION

Crystallization is widely used in different industrial applications, including the production of a wide range of materials as well as in the mineral processing industries and treatment of waste effluents. The crystallization process can be divided into two main stages: nucleation and growth. Nucleation is the formation of a new crystal at a high level of supersaturation. The radii of the nuclei must be large enough to overcome the free energy barrier so that growth can occur.

Some experimental studies suggest that the application of direct current (DC) voltage promotes water crystallization with charge flow and static electric field, while others find that particular fields can inhibit freezing or have no effect. Charge flow, besides changing chemical potentials, causes several other phenomena during the growth process. It has been shown that charge flow can substantially modify the supercooling of the melt by Peltier thermoelectric cooling or, in contrast, by Joule heating, therefore altering the driving force for crystal growth. Also, charge flow induces electromigration that causes a Lorenz force promoting mass transfer which can affect the crystal growth rate. By considering a static electric field, there are no currents or varying voltages.

Interestingly, an electric field can act macroscopically and change the thermodynamic equations governing equilibrium and modify the solute transport and growth kinetics of the solid—liquid interface. Quan et al. noted that for crystallization under the effect of an electric field an additional term ($\phi$) must be added to the Gibbs free energy ($G$)

$$\text{augmented free energy } = G + \phi$$

$$= U - TS + PV + \varepsilon' E^2 V$$

where $U$, $T$, $S$, $P$, $\varepsilon'$, $E$, and $V$ are internal energy, temperature, entropy, pressure, dielectric permittivity at the given electric field strength, electric field strength, and volume, respectively.

Jha et al. reviewed the effect of DC voltage on the ice crystallization in food processes. Acharya and Bahadur reviewed experimental studies on ice nucleation under the effect of DC and alternating current (AC) electric fields. Overall, they concluded that using an electric field can enhance ice nucleation significantly. Pahlavanzadeh et al. experimentally studied the effect of a static electric field and a pulsed electric field on tetrahydrofuran hydrate nucleation temperature and growth time. It was observed that the static electric field could increase the nucleation temperature and growth time. They found that changing the static electric field to a pulsed electric field at an equal voltage, resulting in decreased electric field effectiveness.

In this work we use Gibbsian composite-system thermodynamics to derive the effect of an electric field on solid—liquid phase equilibrium. Gibbsian composite-system thermodynamics can be used to determine the equations for thermal, chemical, and mechanical equilibrium of a composite system.
by extremizing the entropy. Shardt and Elliott applied Gibbsian composite-system thermodynamics to derive the equilibrium conditions for the wetting of rough surfaces resulting in a linefraction form of the Cassie–Baxter equation \(^{31}\) and a new line-roughness-controlled Wenzel equation. \(^{32}\) Gibbsian composite-system thermodynamics has been used to study the nucleation and thermodynamic stability of new fluid phase (liquid or vapor) formation at solid surfaces in several geometries, \(^{33–35}\) including a thermodynamic description of surface nano-bubbles. \(^{36}\) Eslami and Elliott used Gibbsian composite-system thermodynamics to show why nucleation at a liquid phase (liquid or liquid–liquid equilibrium) \(^{38–40}\) including the role of a precipitating solute. \(^{30}\) Elliott and Voitch used Gibbsian composite-system thermodynamics to derive the conditions for equilibrium of a sessile drop in a gravitational field. \(^{31}\) Through the framework of Gibbsian thermodynamics, extensive theoretical analyses have been carried out for investigating the effect of curved interfaces on liquid–liquid \(^{42,44}\) and solid–liquid phase diagrams. \(^{44–47}\) Liu et al. \(^{47}\) applied Gibbsian thermodynamics to describe the impact of nanoscale interface curvature on binary solid–liquid equilibrium across the complete composition range of the phase diagram. They derived equations for the impact of solid–liquid interface curvature on the freezing liquidus and precipitating liquidus, and they showed that the eutectic point temperature and mole fraction are affected by interface curvature when compared with the traditional phase diagram. The effects were explored quantitatively for the glycerol/water binary system.

In this paper, we follow a similar approach to that of Liu et al. \(^{47}\) to investigate the impact of an electric field (rather than curved interfaces) on the solid–liquid phase diagram across the complete composition range. Herein, we start by deriving the general conditions for solid–liquid equilibrium under the effect of an electric field. The conditions for equilibrium are used to quantify the effect of the electric field on the two liquidus lines and the eutectic point of the glycerol/water system.

2. THEORY

2.1. Thermodynamics of Electric Field. Using the general relation of electrostatics, the expression for the electric work \((l_e)\) may be written as the energy given to the dielectric \(^{48,49}\)

\[
l_e = \frac{1}{2} \int V_i \epsilon_0 E D' dV'
\]

(2)

where

\[
D' = \epsilon_0 E + P'
\]

and thus

\[
l_e = \frac{1}{2} \int V_i \epsilon_0 E dV' + \frac{1}{2} \int V_i P' dV'
\]

(3)

or

\[
dl_e = \frac{\epsilon_0 E^2}{2} dV' + \frac{E P'}{2} dV'
\]

(4)

where \(D'\) is the electric induction in the presence of an electric field, \(\epsilon_0\) is the electric permittivity of vacuum, \(E\) is the intensity of the electric field, \(P'\) is the total polarization in the presence of the electric field, and \(V'\) is the total volume under the effect of the electric field. The first term on the right-hand side of eq 4 is the energy for the field inside the total volume, and the second term is the work to polarize the dielectric. Also, for a simple system with \(m\) components the total polarization is defined as \(^{48,49}\)

\[
P'(i) = \sum^n_{i=1} x_i P'(i)
\]

(5)

where \(x_i\) and \(P'(i)\) are the mole fraction and the polarization of component \(i\) at the given electric field strength. \(P'(i)\) can be calculated as \(^{48,49}\)

\[
P'(i) = \epsilon_0 (\epsilon'_{i} - 1) E
\]

(6)

Because \(\epsilon'_{i}\), the relative permittivity of component \(i\) in the electric field, and \(E\) have different values for different phases, the polarizability of molecules \((P'(i))\) is different for different phases (solid, liquid, or solid–liquid interface).

Equation 5 can be written for each bulk phase \(\alpha\) as

\[
dl_e' = \frac{\epsilon_0 E^2}{2} dV_{\alpha} + \sum_{i=1}^{m} \frac{E^2}{2} \frac{n_i^\alpha}{n_0^\alpha} P'(i)_i dV_{\alpha}
\]

\[
= \frac{\epsilon_0 E^2}{2} dV_{\alpha} + \sum_{i=1}^{m} \frac{E^2}{2} \frac{n_i^\alpha}{n_0^\alpha} N_{\alpha}^i dN_{\alpha}^i
\]

(7)

where \(n_i^\alpha\) is the number of moles of component \(i\) in phase \(\alpha\) per unit volume of phase \(\alpha\), \(n_0^\alpha\) is the total number of moles in phase \(\alpha\) per unit volume of phase \(\alpha\), and \(N_{\alpha}^i\) is the number of moles of component \(i\) in phase \(\alpha\) under the influence of the electric field.

Equation 5 can be written for each surface phase \(\alpha\beta\) as

\[
dl_e^{\alpha\beta} = \sum_{i=1}^{m} \frac{E^2}{2} \frac{n_i^{\alpha\beta}}{n_0^{\alpha\beta}} P'(i)_i dN_{\alpha\beta}^i
\]

(8)

For the thermodynamic study of electric systems there are many methods, depending on the choice of the fundamental variables. We shall discuss, for simplicity, only the case where the simple-system subsystems of a composite electric system (i.e., the separate phases) are each homogeneous.

For a simple bulk system with \(m\) components, the entropy differential can be written as in eq 10 using the fundamental relations and the definitions of intensive properties temperature \((T)\), pressure \((P)\), and chemical potential \((\mu)\)

\[
dS = \frac{dU}{T} + \frac{P}{T} dV - \sum_{i=1}^{m} \frac{\mu_i}{T} dN_i
\]

(9)

where \(N_i\) is the number of moles of component \(i\). Throughout this paper, the prime symbol on a variable indicates that the variable is evaluated under the impact of an electric field. Thus, eq 10 can be rewritten for phase \(\alpha\) under the effect of an electric field as

\[
dS_{\alpha} = \frac{dU_{\alpha}}{T_{\alpha}} + \frac{P_{\alpha}}{T_{\alpha}} dV_{\alpha} - \sum_{i=1}^{m} \frac{\mu_i^{\alpha}}{T_{\alpha}} dN_{\alpha}^i
\]

(10)

Similarly, the differential of the interface entropy under the influence of electric field is given by

\[
dS_{\alpha\beta} = \frac{dU_{\alpha\beta}}{T_{\alpha\beta}} + \frac{P_{\alpha\beta}}{T_{\alpha\beta}} dV_{\alpha\beta} - \sum_{i=1}^{m} \frac{\mu_i^{\alpha\beta}}{T_{\alpha\beta}} dN_{\alpha\beta}^i
\]

(11)
\[ dS_{\text{SL}} = \frac{dU^\text{SL}}{T^\text{SL}} - \sigma^\text{SL} dA^\text{SL} - \sum_{i=1}^{m} \frac{\mu_i^\text{SL}}{T^\text{SL}} dN_i^\text{SL} \]  

where \( A^\text{SL} \) is the area of the interface and \( \sigma^\text{SL} \) represents the solid–liquid interfacial tension under the effect of an electric field.

### 2.2. Derivation of General Conditions for Solid–Liquid Equilibrium under the Effect of Electric Field.

The equilibrium states of a composite system can be determined from Gibbsian thermodynamics. Our objective is to find the effect of electric field application on the solid–liquid equilibrium of a two-component aqueous system. Consider the system illustrated in Figure 1. This solid–liquid system with a curved interface that will be analyzed under the effect of an electric field is contained in a piston–cylinder device forming a closed system within a surrounding reservoir. The system may exchange volume and energy with the reservoir but does not exchange any mass with the reservoir. Therefore, the number of molecules of each component in the system is constant. We assume that the solid is pure component 1. Therefore, molecules of component 1 are present in the solid phase, the liquid phase, and the solid–liquid interface. Molecules of component 2 are present in the liquid phase and the solid–liquid interface; however, they are not present in the solid.

In this work, we develop the effect of an electric field on solid–liquid equilibrium. In this case, the piston–cylinder device imposes the pressure of the reservoir on the liquid phase. An equilibrium state occurs when the entropy of the composite system plus reservoir is at an extremum; mathematically, this means that

\[ dS = dS^\text{S} + dS^\text{L} + dS_{\text{SL}} + dS^\text{R} = 0 \]  

where superscripts “S” and “L” denote the solid and liquid phases, respectively, “SL” denotes the solid–liquid interface, and “R” denotes the reservoir surrounding the solid–liquid system. Based on eq 11, the differential entropy of the bulk liquid phase is given by the following equation:

\[ dS^\text{L} = \frac{dU^\text{L}}{T^\text{L}} + \frac{p^\text{L}}{T^\text{L}} dV^\text{L} - \frac{\mu_1^\text{L}}{T^\text{L}} dN_1^\text{L} - \frac{\mu_2^\text{L}}{T^\text{L}} dN_2^\text{L} \]  

Because component 2 does not exist in the solid phase, the differential entropy of the solid phase (superscript “S”) is written as

\[ dS^\text{S} = \frac{dU^\text{S}}{T^\text{S}} + \frac{p^\text{S}}{T^\text{S}} dV^\text{S} - \frac{\mu_1^\text{S}}{T^\text{S}} dN_1^\text{S} - \frac{\mu_2^\text{S}}{T^\text{S}} dN_2^\text{S} \]  

Using the Gibbs Surface of Tension approach, the curved solid–liquid interface (superscript “SL”) is treated as a phase that has area but no volume and to which are assigned excess properties and an interfacial tension \( \sigma \), the value for which does not depend explicitly on curvature. Therefore, the differential of the solid–liquid interface entropy is given by

\[ dS_{\text{SL}} = \frac{dU_{\text{SL}}}{T_{\text{SL}}} - \sigma_{\text{SL}} dA_{\text{SL}} - \sum_{i=1}^{m} \frac{\mu_i^\text{SL}}{T^\text{SL}} dN_i^\text{SL} \]  

where \( A^\text{SL} \) is the area of the interface, \( \sigma^\text{SL} \) represents the solid–liquid interfacial tension, and \( \mu_1^\text{SL} \) and \( \mu_2^\text{SL} \) represent the chemical potentials of surface excess molecules of components 1 and 2 after electric field application. Finally, the differential of the entropy of the reservoir (superscript “R”) may be written

\[ dS^\text{R} = \frac{dU^\text{R}}{T^\text{R}} + \frac{p^\text{R}}{T^\text{R}} dV^\text{R} - \sum_{j=1}^{m} \frac{\mu_j^\text{R}}{T^\text{R}} dN_j^\text{R} \]  

It is considered that the reservoir is not under the influence of the electric field.

For spontaneous changes about equilibrium, the total internal energy of the system plus reservoir plus electric work is constant:

\[ dU = -dU^\text{S} - dU^\text{L} - dU_{\text{SL}} - dU^\text{R} \]  

where

\[ dU^\text{S} = \frac{\varepsilon_S(E^S)^2}{2} dV^\text{S} + \sum_{i=1}^{m} \frac{E^S \sigma_{i}^S}{2 \eta_T} dN_i^\text{S} \]  

and

\[ dU^\text{L} = \frac{\varepsilon_L(E^L)^2}{2} dV^\text{L} + \sum_{i=1}^{m} \frac{E^L \sigma_{i}^L}{2 \eta_T} dN_i^\text{L} \]  

and

\[ dU_{\text{SL}} = \sum_{i=1}^{m} \frac{E^S \sigma_{i}^S}{2 \eta_T} dN_i^\text{SL} \]  

The total volume of the system plus reservoir is constant:

\[ dV = -dV^\text{S} - dV^\text{L} \]  

The total number of moles of component 1 in the system (in the solid phase, liquid phase, and solid–liquid interface) is constant:

\[ dN_1^\text{S} = -dN_1^\text{L} - dN_1^\text{SL} \]  

The total number of moles of component 2 in the system (in the liquid phase and solid–liquid interface) is constant:

\[ dN_2^\text{L} = -dN_2^\text{SL} \]  

The number of moles of each species in the reservoir is constant:

\[ dN_j^\text{R} = 0 \]
The next step is to use geometric knowledge to impose relationships between phase volumes and area because changes in these are not independent. For a spherical solid nucleus, the following relationships hold for differential area and volume,

\[ \text{d}A_{\text{SL}} = 8\pi r^S \text{d}r^S \]  

\[ \text{d}V^S = 4\pi (r^S)^3 \text{d}r^S \]  

where \( r^S \) is the radius of the spherical solid nucleus after the application of the electric field. Substituting eqs 14–27 into eq 13 and collecting like terms gives

\[
\left( \frac{1}{T^S} - \frac{1}{T^L} \right) \text{d}U^S + \left( \frac{1}{T^S} - \frac{1}{T^L} \right) \text{d}U^L \\
+ \left( \mu_1^S + \frac{P_1^S E^S}{2n_1^S} \right) \frac{T^S}{T^L} \text{d}N_1^S \\
+ \left( \mu_2^S + \frac{P_2^S E^S}{2n_2^S} \right) \frac{T^S}{T^L} \text{d}N_2^S \\
+ \frac{P^L - \sigma^L \varepsilon^L E^L}{T} \text{d}V^L \\
+ 4\pi (r^S)^2 \left( \frac{P^S - \varepsilon^S E^S}{T} - \frac{P^R}{T} \right) \text{d}r^S
\]

\[ = 0 \]  

(28)

For eq 28 to be satisfied for all possible displacements from equilibrium, each of the coefficients multiplying the differentials must be equal to zero. When these coefficients are set to zero, the following conditions for equilibrium can be derived.

\[ T^S = T^L = T^R \]  

\[ \mu_1^S + \frac{P_1^S E^S}{2n_1^S} = \mu_1^L + \frac{P_1^L E^L}{2n_1^L} \]  

\[ \mu_2^S + \frac{P_2^S E^S}{2n_2^S} = \mu_2^L + \frac{P_2^L E^L}{2n_2^L} \]  

\[ P^L = \frac{\varepsilon^L E^S}{2} \]  

\[ P^S = P^L = \frac{2\sigma^L}{r^S} + \frac{\varepsilon^L E^L}{2} \]  

In the absence of an electric field

\[ p^S = p^L \]  

Therefore, eq 32 can be written as

\[ p^L - p^L = \frac{\varepsilon^L E^L}{2} \]  

and eq 33 as

\[ \mu_1^S(T_{m,1}, p^S, x_1^S) + \frac{P_1^S E^L}{2n_1^L} = \mu_1^L(T_{m,1}, p^L) + \frac{P_1^L E^S}{2n_1^S} \]  

(39)

where \( E^L \) and \( E^S \) represent the electric field strengths in the liquid and solid phases, respectively.

Equation 29 is the thermal equilibrium condition. Equations 30 and 31 are electrochemical equilibrium conditions. Equation 32 is the condition for mechanical equilibrium between the reservoir and liquid phase. Equation 33 is the condition for mechanical equilibrium between the solid and liquid phases under the effect of an electric field; it is the familiar Young–Laplace equation modified for the effect of an electric field.

2.3. Solid–Liquid Equilibrium Temperature after the Application of Electric Field. We combine the thermal equilibrium (equality of temperature of the solid phase, liquid phase, and solid–liquid interface) in eq 29, and the equality of the electrochemical potentials of component 1 in the solid and liquid, eq 30, noting that the pressures in the solid and liquid will be different, to get

\[ \mu_1^S(T_{m,1}, p^S, x_1^S) + \frac{P_1^S E^L}{2n_1^L} = \mu_1^L(T_{m,1}, p^L) + \frac{P_1^L E^S}{2n_1^S} \]  

where \( T_{m,1} \) is the solid–liquid equilibrium temperature at the pressure of the liquid phase under the influence of an electric field (\( P^S \)). Equation 39 assumes that the solid is pure component 1 and the liquid phase mole fraction of component 1 is \( x_1^S \).

To develop the governing equation for the phase diagram, equations of state for the chemical potentials must be inserted into eq 39. The chemical potential of the solidifying component in the pure solid phase can be found by assuming that the solid phase is incompressible and that the solid molar entropy is independent of temperature, and thus the chemical potential can be expressed by

\[ \mu_1^S(T_{m,1}, p^S) = \mu_1^S(T_{m,1}, p^L) + \frac{P_1^S E^S}{2n_1^S} \]  

(40)

The melting point of pure component 1 in the absence of an electric field (\( T_{m,1}^L \)) and the bulk phase pressure before electric field application, \( P^S \), are chosen as the reference point for calculating the chemical potential. \( s_1^S \) and \( v_1^L \) are the molar entropy and molar volume of pure component 1 in the solid phase at the reference point, respectively. Substituting eq 36 into eq 40 gives

\[ \mu_1^S(T_{m,1}, p^S) = \mu_1^S(T_{m,1}, p^L) + \frac{P_1^S E^S}{2n_1^S} \]  

(40)
Therefore, the freezing or precipitating temperature change \( (\Delta T) \) under the effect of an electric field can be calculated as
\[
\Delta T' = T_{m,1}^{0} - T_{m,1}' = \frac{RT_{m,1}^{0} \ln(x_{1}' \gamma_{1}') - \frac{\Delta H^{m}_{mm}}{T_{m,1}^{0}}}{R \ln(x_{1}' \gamma_{1}') - \frac{\Delta H^{m}_{mm}}{T_{m,1}^{0}}}
\]
(48)

Equation 48 can be compared to eq 49 that has been derived by Liu et al. to investigate the freezing or precipitating temperature change \( (\Delta T) \) under the impact of curvature.\(^47\)
\[
\Delta T = T_{m,1}^{0} - T_{m,1} = \frac{RT_{m,1}^{0} \ln(x_{1}' \gamma_{1}') - \frac{\Delta H^{m}_{mm}}{T_{m,1}}}{R \ln(x_{1}' \gamma_{1}') - \frac{\Delta H^{m}_{mm}}{T_{m,1}}}
\]
(49)

There have been many efforts to measure the dielectric constants of liquids confined in regions with nanometer scale dimensions.\(^44\)–\(^47\) Results indicate that liquid molecules in a confined space are highly oriented, which implies that the dielectric constant may be different from that in the bulk. For example, the dielectric constant of water in a 0.3 nm Stern layer (the first layer of the electric double layer at a surface) was found to be approximately 6,\(^56\) and the dielectric constant of water in a 330 nm diffuse layer (the second layer of the electric double layer) was estimated to be approximately 12,\(^59\) both of which are much lower than that of the bulk. Consequently, this leads to inhomogeneity of dielectric behavior near surfaces. On the other hand, Fumagalli et al.\(^60\) proved that water confined in spaces with dimensions of more than 600 nm does not have very different dielectric behavior from bulk water. In this work, we assume that water and glycerol are confined in spaces larger than 600 nm and thus show dielectric behaviors similar to those in the bulk, and we consider homogeneous dielectric behavior.

3. RESULTS AND DISCUSSION

3.1. Dielectric Constants of Water and Glycerol at High Electric Field Strength in Liquid Phase. Debye was the first to attempt to derive a relation to calculate dielectric constants of polar dielectrics at high electric field strengths. At high field strengths, the saturation effect is of importance so that the effective polar dielectric constant would be less than the ordinary value. In fact, the individual dielectric molecules become highly oriented under a large electric field and the dielectric constants of polar dielectrics may significantly decrease as the electric field increases.\(^61\)–\(^65\)

Here, the Booth model\(^63\)–\(^65\) is used to account for the effects of the electric field on the dielectric constant. It is expressed as
\[
e^2(E) = I^2 + (e^2 - I^2) \left( \frac{3}{\beta E} \coth(\beta E) - \frac{1}{\beta E} \right), \quad E > 10^7 \text{ V/m}
\]
\[
e^2 = e^2, \quad E < 10^5 \text{ V/m}
\]
(50)

where \( E \) is the electric field strength, \( e^2 \) is the relative permittivity at an electric field strength of \( E \), \( I \) and \( I^2 \) are the index of refraction of the dielectric and the dielectric constant at zero electric field, and \( \beta \) is a constant for a particular polar dielectric. Using the Taylor series for \( \coth(\beta E) \), eq 50 can be written as eq 51 for \( E > 10^7 \text{ V/m} \):
\[
e^2(E) = I^2 + \left( e^2 - I^2 \right) \left( 2 - \frac{3}{\beta E} - \frac{8}{\beta^2 E^2} - \frac{9}{\beta^3 E^3} - \cdots \right), \quad E > 10^7 \text{ V/m}
\]
(51)
\[
\varepsilon^f(E) = I^2 + (\varepsilon - I^2) \left(1 - \frac{\beta^2}{15} E^2\right)
\]

(51)

In order to use eq 51 for glycerol, we need to calculate \( \beta \) for water (\( \beta_w \)) and then estimate \( \beta \) for glycerol (\( \beta_g \)).

The Kirkwood theory is applied in detail to water as\(^{64}\)

\[
\varepsilon^f_w(E) = I_w^2 + \frac{14 N_w \mu_w^2 (I_w^2 + 2)^2}{27 kT} \times \left(1 - \frac{73 \mu_w^2 (I_w^2 + 2)^2}{180 k^2 T^2} E^2\right)
\]

(52)

where \( \varepsilon^f_w \) is the dielectric constant of water under the influence of high electric field, \( N_w \) is the number of water molecules per unit volume, \( \mu_w \) is the dipole moment of water molecules in units of debye, \( I_w \) is the water refractive index, and \( T \) is considered to be 300 K. Comparing eq 52 with eq 51, we get relations for \( \varepsilon^f_w \) and \( \beta_w \):

\[
\varepsilon^f_w - I_w^2 = \frac{14 N_w \mu_w^2 (I_w^2 + 2)^2}{27 kT}
\]

(53)

and

\[
\beta_w^2 = \frac{15(73 \mu_w^2 (I_w^2 + 2)^2)}{180 k^2 T^2}
\]

(54)

which shows the following dependence on \( \mu_w \) and \( I_w \):

\[
\beta_w^2 \propto \mu_w^2 (I_w^2 + 2)^2
\]

(55)

We assume a similar dependence as in eq 55 applies for glycerol:

\[
\beta_g^2 \propto \mu_g^2 (I_g^2 + 2)^2
\]

(56)

where \( \mu_g \) is the dipole moment of glycerol molecules and \( I_g \) is the glycerol refractive index. By dividing eq 55 by eq 56, we have

\[
\frac{\beta_g^2}{\beta_w^2} = \frac{\mu_g^2 (I_g^2 + 2)^2}{\mu_w^2 (I_w^2 + 2)^2}
\]

(57)

\( I_g \) and \( I_w \) can be calculated from the next formula:\(^{66}\)

\[
Rm = \left(\frac{MW}{\rho}\right) \left(\frac{I^2 - 1}{I^2 + 2}\right)
\]

(58)

where \( Rm \) is the predicted molar refractivity and MW is the molar mass. Equation 58 can be written for glycerol and water as

\[
Rm_g = \left(\frac{MW_g}{\rho_g}\right) \left(\frac{I_g^2 - 1}{I_g^2 + 2}\right)
\]

(59)

\[
Rm_w = \left(\frac{MW_w}{\rho_w}\right) \left(\frac{I_w^2 - 1}{I_w^2 + 2}\right)
\]

(60)

where \( Rm_g \) and \( Rm_w \) are the predicted molar refractivities of glycerol and water and \( MW_g \) and \( MW_w \) are the molar masses of glycerol and water, respectively (see Table 1). Subscript "1" represents the solidifying component.

The values of the dielectric constants of glycerol and water in the liquid phase and zero electric field are \( \varepsilon^f_w = 79.46 \) and \( \varepsilon^f_g = 47.2 \), respectively.\(^{53}\) \( \bar{\varepsilon} \) and \( \bar{\beta} \), which are the dipole moments of glycerol molecules and water molecules, equal 2.67 and 2.1 D, respectively.\(^{64}\)

As a result, the relationship between \( \beta_w \) and \( \beta_g \) is calculated from eq 57 as

\[
\frac{\beta_g}{\beta_w} = 0.54
\]

(61)

Then \( \beta_g \) can be calculated from eq 54 as \( \beta_w = 0.91 \times 10^{-3} \text{ m/V} \) and the value substituted into eq 61 resulting in \( \beta_g = 1.68 \times 10^{-3} \text{ m/V} \). By substituting this value of \( \beta_g \), and the values in Table 2 into eq 51, the following equation is obtained for the dielectric constant of glycerol at high electric field strengths.

\[
\varepsilon^f_g(E) = 1.42^2 + (47.2 - 1.42) \left(1 - \frac{(1.68 \times 10^{-3})^2 E^2}{15}\right)
\]

(62)

Figure 2 shows the predicted variation of the dielectric constants of water and glycerol under the influence of high electric field.

### 3.2 Dielectric Constants of Water and Glycerol at High Electric Field Strength in Solid Phase

Equation 63 is used to solve for the change of dielectric constant of polar components when density changes at constant temperature.\(^{58}\)

\[
\frac{\rho^f}{\rho^l} = \frac{\varepsilon^f(E) - 1}{2(\varepsilon^f - 1 + 1) E^2 + 3(\varepsilon^f + 1 + 1)}
\]

(63)

where \( \varepsilon^f \) and \( \rho^f \) are the dielectric constant in the presence of the electric field and the density of the polar component in the liquid phase. \( T \) is the temperature and \( I \) is the refractive index. Here, we use eq 63 to calculate the dielectric constants of glycerol and water in the solid phase (\( \varepsilon^f_s, \rho^f_s \)), from their liquid dielectric constants.
Influence of an electric field and compare them to the traditional phase diagram. We use $T^{m,p_i}$ and $T^{m,L}$ to represent the precipitation temperature of glycerol and the freezing temperature of water, respectively, giving eqs 66 and 67:

$$T^{m,p_i} = \frac{-\Delta H^\text{fus}}{2} \left( \frac{\rho_x}{\rho_y} \right) \ln \left( \frac{1}{\rho_x} \right) + \frac{\rho_x^2}{\rho_y^2} \frac{\Delta H^\text{fus}}{2} \left( \frac{\rho_x}{\rho_y} \right) \ln \left( \frac{1}{\rho_x} \right)$$

$$T^{m,L} = \frac{-\Delta H^\text{fus}}{2} \left( \frac{\rho_x}{\rho_y} \right) \ln \left( \frac{1}{\rho_x} \right) + \frac{\rho_x^2}{\rho_y^2} \frac{\Delta H^\text{fus}}{2} \left( \frac{\rho_x}{\rho_y} \right) \ln \left( \frac{1}{\rho_x} \right)$$

where $x^*$ and $y^*$ represent the mole fraction and molar volume of glycerol in the liquid phase. $\rho_x^*$ and $\Delta H^\text{fus}_x$ in eqs 66 and 67 are the molar volume of pure glycerol solid and the molar enthalpy of fusion and melting point of pure glycerol, respectively, in the absence of an electric field in the precipitating process. $\rho_w^*$ and $\rho_w$ are the molar volumes of pure water in solid and liquid phases, respectively. $\Delta H^\text{fus}_w$ and $T^\text{fus}_w$ are the molar enthalpy of fusion and melting point of pure water, respectively, in the absence of an electric field in the freezing process. Values for the mentioned parameters can be found in Table 4. Subscript “1” represents the solidifying component.

Table 4. Properties of Pure Water and Pure Glycerol at a Pressure of 1 atm

<table>
<thead>
<tr>
<th>Substance</th>
<th>$T^\text{fus}_1$ (K)</th>
<th>$\Delta H^\text{fus}_1$ (J/mol)</th>
<th>$v^*_1$ (m$^3$/mol) at $T^\text{fus}_1$</th>
<th>$v^*_1$ (m$^3$/mol) at $T^\text{fus}_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>glycerol</td>
<td>291.35</td>
<td>18300</td>
<td>6.896 $\times$ 10$^{-5}$</td>
<td>7.3 $\times$ 10$^{-5}$</td>
</tr>
<tr>
<td>water</td>
<td>273.15</td>
<td>6010</td>
<td>1.963 $\times$ 10$^{-5}$</td>
<td>1.8 $\times$ 10$^{-5}$</td>
</tr>
</tbody>
</table>

*Data from ref 69.

The activity coefficients of glycerol and water in the liquid phase ($\gamma^*_x$ and $\gamma^*_w$ in eqs 66 and 67) were previously calculated by Liu et al. They used the two-parameter Margules equation (eqs 68 and 69).

$$\ln \left( \gamma^*_x \right) = [A_{wg} + 2(A_{wg} - A_{gw}) \gamma^*_g^2] \left( \gamma^*_w \right)^2$$

$$\ln \left( \gamma^*_w \right) = [A_{wg} + 2(A_{wg} - A_{gw}) \gamma^*_g^2] \left( \gamma^*_w \right)^2$$

They found the values of the Margules coefficients by fitting eq 47 to the data measured by Lane to get $A_{wg} = -1.0952$ and $A_{gw} = -2.1641$. Equation 7 is used to calculate the polarizations of glycerol and water in the solid phase ($\phi^\text{p,s}_x$ and $\phi^\text{p,s}_w$) and liquid phase ($\phi^\text{p,L}_x$ and $\phi^\text{p,L}_w$) from the values of their dielectric constants ($\epsilon^\text{p,s}_x$, $\epsilon^\text{p,s}_w$, $\epsilon^\text{p,L}_x$, and $\epsilon^\text{p,L}_w$).

Figure 3a shows the glycerol/water solid—liquid phase diagram in the absence of an electric field. It was produced with eq 47 based on Liu et al.’s paper and according to Lane’s data when the radius of curvature is above 100 nm. As shown in Figure 3a, liquidus lines that show the freezing process (line A—Eu in Figure 3a) and the precipitating process (line Eu—B in Figure 3a) represent the onset of solidification of water and glycerol, respectively. Line A—Eu shows that the melting point of water depends on the composition of glycerol. Increasing the composition of glycerol results in decreasing the
melting point of water. Also, as line Eu−B shows, the precipitating point of glycerol decreases when the composition of water increases. The eutectic point (Eu) is the point where the two liquidus lines meet. At this point the solid of both water and glycerol and liquid coexist, and below the eutectic temperature no liquid can exist in the system at equilibrium.

Figure 3b shows the comparison between the water/glycerol solid−liquid phase diagram in the absence of an electric field and those under the application of different electric field strengths. According to Figure 3b, the application of an electric field causes an increase in the freezing point of water and a decrease in the solubility limit of glycerol. We can see that electric field strength of up to 10⁸ V/m does not have an appreciable effect on the freezing and precipitating processes in comparison with those in the absence of an electric field. When the electric field strength increases up to 2 × 10⁸ V/m, the freezing point increases and the solubility limit decreases, and the variation becomes larger when the electric field strength is enhanced further up to 3 × 10⁸ V/m.

At the eutectic point, \( T_{m,F} \) equals \( T_{m,P} \) and equating eqs 66 and 67 yields eq 70 for the eutectic point solute mole fraction, \( x_{g, Eu}^{\text{Eu}} \).

\[
\frac{\Delta H_{g}^{\text{fus}}}{R \ln(x_{g, Eu}^{\text{Eu}} - 1)} - \frac{\Delta H_{w, Eu}^{\text{fus}}}{R \ln((1 - x_{g, Eu}^{\text{Eu}}) / x_{w, Eu}^{\text{Eu}})} = \frac{\Delta H_{g}^{\text{fus}}}{R \ln\left(\frac{n_{1}^{\Delta}}{n_{1}^{\text{Eu}}}\right)} + \frac{\Delta H_{w}^{\text{fus}}}{R \ln\left(\frac{n_{1}^{\Delta}}{n_{1}^{\text{Eu}}}\right)} \tag{70}
\]

Equation 70 can be solved numerically together with eq 66 to yield the eutectic solute mole fraction and the eutectic temperature.

Figure 4 predicts how the eutectic point mole fraction changes with the electric field application in the range from 0 to 3 × 10⁸ V/m. In general, the eutectic point mole fraction increases as the electric field strength intensifies. To consider it more precisely, the eutectic point mole fraction stays almost the same when the electric field strength is under 10⁸ V/m. When the electric field strength is above 10⁸ V/m, the eutectic point mole fraction changes significantly so that the application of electric field with the strength of 3 × 10⁸ V/m results in enhancing the eutectic point mole fraction up to 0.347.

Figure 5 shows the eutectic point temperature as a function of electric field strength in the range from 0 to 3 × 10⁸ V/m. The eutectic point temperature of the water/glycerol system changes noticeably as the electric field strengthens. When the electric field strength is above 10⁸ V/m, the eutectic point temperature does not have a significant change in comparison with its traditional value. By increasing the electric field strength up to 3 × 10⁸ V/m, the eutectic point temperature increases up to 230.9 K.

4. CONCLUSION

By extremizing entropy subject to constraints, we have derived thermal, mechanical, and chemical equilibrium conditions for solid−liquid equilibrium in the presence of an electric field including the Young−Laplace equation modified for the effect...
of an electric field. The result is an equation that describes freezing point or precipitation from solution including the effects of mole fraction, interface curvature, and now electric fields. This equation can be considered an extension to the nonideal Gibbs–Thomson equation and nonideal Ostwald–Freundlich equations\(^\text{29}\) to now include the effect of an applied electric field.

To illustrate the impact of the derived equations, we investigated the effect of an electric field on solid–liquid equilibrium for the water/glycerol system in the absence of interface curvature effects. According to the results, electric field affects both the freezing process and the precipitating process. Electric fields with strength of more than \(10^8\) V/m cause the freezing point of water to significantly increase and the solubility limit of glycerol to significantly decrease. Although the values of the eutectic point mole fraction and temperature are not a

![Figure 5. Predicted eutectic point temperature as a function of electric field strength.](image)
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