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Glasses can be formed by many routes. In some cases, distinct polyamorphic forms are
found. The normal mode of glass formation is cooling of a viscous liquid. Liquid behavior
during cooling is classified between "strong" and "fragile," and the three canonical
characteristics of relaxing liquids are correlated through the fragility. Strong liquids be-
come fragile liquids on compression. In some cases, such conversions occur during
cooling by a weak first-order transition. This behavior can be related to the polymorphism
in a glass state through a recent simple modification of the van der Waals model for
tetrahedrally bonded liquids. The sudden loss of some liquid degrees of freedom through
such first-order transitions is suggestive of the polyamorphic transition between native
and denatured hydrated proteins, which can be interpreted as single-chain glass-forming
polymers plasticized by water and cross-linked by hydrogen bonds. The onset of a sharp
change in d(r2)IdT ((r2) is the Debye-Waller factor and T is temperature) in proteins, which
is controversially indentified with the glass transition in liquids, is shown to be general for
glass formers and observable in computer simulations of strong and fragile ionic liquids,
where it proves to be close to the experimental glass transition temperature. The latter
may originate in strong anharmonicity in modes ("bosons"), which permits the system to
access multiple minima of its configuration space. These modes, the Kauzmann tem-
perature TK, and the fragility of the liquid, may thus be connected.

Glass, in the popular and basically correct
conception, is a liquid that has lost its
ability to flow. Thus, instead of "taking the
shape of its container," it can itself serve as

the container for liquids. Yet structurally a

glass is barely distinguishable from the fluid
substance it was before it passed, quite
abruptly in some cases, into the glassy state.
What is going on? Why did this particular
substance or solution suddenly undergo this
dramatic "slowing down" in the diffusive
motions of its particles? Why do glasses not
form a precisely ordered crystalline materi-
al, at some precisely defined freezing point,
like so many other, more "normal," sub-
stances? These questions, once the domain
of ceramists and polymer scientists, are now

being addressed by physicists as well as ma-

terials scientists. This article presents an

overview of their many fascinating aspects
and highlights some of the surprises that
have turned up recently in efforts to answer

these questions.
The answers to these questions impact

on a wide range of disciplines. Everyone
knows the central importance of the glassy
state to the optical sciences (and has some

awareness of the role of thermal history and
slow relaxation in determining refractive
index stability and other properties), but it
has only been recently recognized that it is
the glass transition and the associated dif-
fusive slowdown that plays a central role in
the preservation of food and suspension of
desert insect life during drought. That most
polymers in everyday use are noncrystalline

solids is general knowledge, but that rubber
bands splinter like dropped goblets when
impacted at liquid nitrogen temperature
usually comes as a surprise. And while it is
common knowledge that glass occurs natu-
rally (volcanic glass provided material for
native American arrowheads), the idea that
most of the universe's water exists in the
glassy state (in comets, formed by conden-
sation from the gaseous state at very low
temperatures) is a recent one.

The last mentioned instance, naturally
occurring glassy water, shows that glasses
are not necessarily formed by the cooling of
an initially liquid state. Indeed, the glassy
state can be obtained by many different
routes and yet appear to be fundamentally
the same substance. Vitreous silica, the ar-

chetypal (although atypical) glass material,
can be obtained by the cooling of liquid
silica, by vapor condensation (the manner

in which the silica mirror base of the Mount
Palomar telescope was fabricated), by heavy
particle bombardment of a crystalline form,
by chemical reaction (hydrolysis) of or-

ganosilicon compounds followed by drying,
and by vapor-phase reaction of gaseous mol-
ecules followed by condensation. Indeed
only the latter route, (with the use of highly
purified reactants) produces glass of purity
sufficient for the demands of the fiber optics
communications technology. Although the
densities of the products of these very dif-
ferent processes may not be identical with-
out annealing procedures, it would take an

expert to tell them apart on the basis of
their x-ray diffraction patterns. The differ-
ent routes for preparing glasses are summa-

rized in Fig. 1 (1).
For many substances and mixtures of

substances, there are noncrystalline packing
modes for the atoms and molecules that are

of intrinsically low energy and into which
these particles can easily assemble. These
may not be the lowest energy packing
modes (most negative relative to the va-

por), as is demonstrated by the release of
heat when crystallization occurs, but they
are sufficiently low that the stabilization
associated with the large number of alter-
native packings with the same or similar
energy, makes their occurrence as a state of
matter very probable when the time avail-
able for finding a condensed state is a fac-
tor. For the so-called "good glass formers,"
the probability of germinating a crystal
rather than forming a glassy solid during
cooling at normal rates is so small that
crystals simply do not form. In the case of
liquid B203 (a key ingredient of Pyrex glass)
at ambient pressure, crystals do not grow

even when the melt is seeded with a crys-
tallite of the stable phase because the driv-

Fig. 1. Various routes to the glassy state, roughly indicating the energies of the initial states relative to the
final glassy states. The route of crystal compression below Tg may yield glasses that are thermodynam-
ically distinct from those obtained by the other routes but which may transform to them by way of
nonequilibrium first-order transitions.
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ing force is so small and the kinetics are so
slow. Crystallization in this case can only be
induced by raising the pressure (2). In cer-
tain binary solutions at low temperatures,
the glassy state appears to be thermodynam-
ically stable with respect to any combina-
tion of crystals or crystal plus solution (3).

This article reviews some of the key
aspects of the phenomenology of glasses as
they form by the conventional and most
thoroughly studied route, the cooling of a
liquid with concomitant diffusive slow-
down. These observations are then applied
to many other glass-forming systems, in-
cluding proteins and other biopolymers (4,
5). In the latter one finds as a common
occurrence, the possibility of multiple glass-
es- at least of glassy states with very differ-
ent packings of their constituent particles,
for instance coils or helices or, with some
provisos, native versus denatured structures.
Although recognized as a possibility long
ago (6), such polyamorphism (7) in inor-
ganic systems was properly demonstrated
only in 1984 (8, 9) when the possibility of
vitrifying H20 by compression of ice crys-
tals was announced. This process revealed a
dense vitreous phase that transformed sud-
denly to the familiar low-density amor-
phous solid water on decompression and
annealing. These new developments will be
reviewed after the groundwork of the sub-
ject has been laid out.

Glass Formation by
Diffusive Slowdown

Separation of characteristic time scales. If crys-
tals do not form during cooling (see below),
then the glassy state is entered when the
cooling liquid passes through the "glass
transition," which is actually a range of
temperatures over which the system "falls
out of equilibrium." The range is that need-
ed to change the average relaxation time (a
quantity to be discussed in more detail be-
low) by some two to three orders of magni-
tude, usually between 102 s and 0.1 s (10,
1 1). It is manifested most directly by a rapid
decrease of heat capacity Cp from liquidlike
to crystal-like values as the liquid degrees of
freedom become kinetically inaccessible.
This abrupt decrease in the CP (usually
between 40 and 100% of the vibrational
Cp) and the corresponding increase on re-
heating, is regarded by most workers as the
primary signature of the transition between
ergodic and nonergodic states [ergodicity
breaking (12)]. The glass transition temper-
ature Tg, per se, is usually defined as the
temperature of onset of the Cp increase ACP
during heating, usually at 10 K/min (the
definition of Tg is always arbitrary, and
there is no international convention on the
subject). It is illustrated in Fig. 2 for some
extreme cases where crystal, glass, and liq-

uid state C 's are compared.
A visual picture of atomic-level motions

can be gleaned from one of the simplest of
all glass-forming systems, one which has be-
come a model system for many of the sophis-
ticated experimental studies that have been
performed to test the predictions of the
mode-coupling theory (MCT) of viscous
slowdown (13-15). This is the binary ionic
liquid consisting of two cations with the
same electronic structure as argon (K' and
Ca2+) and a simple triangular anion NO -

which occupies about the same volume as
the chloride ion (which is also isoelectronic
with argon). It may be formed by melting
the anhydrous salts KNO3 and Ca(NO3)2 in
the molar proportions 3:2 (16). Nicknamed
CKN, this melt has been the subject of most
of the physical measurements that can use-
fully be made in the attempt to understand
liquid and glass behavior.

At high temperatures, CKN can be vi-
sualized as an enormous collection of tiny
charged particles that are in a state of cease-
less violent motion. Chaotic trajectories
constantly bring particles into collision
with neighboring particles (of opposite
charge type). On average, the collisions
simply cause a reversal in the trajectories of
the ions, so they appear to be rattling, but
sometimes a change of relative positions
occurs by an ion glancing past its immediate
neighbors into transient voids or channels,
which quickly become new centers of rat-
tling. In the highly fluid state typical of
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Fig. 2. Heat capacity forms for liquid and crystal
phases of different substance. (A) Molecular sys-
tems like toluene where the glass transition occurs
over a range where the crystal heat capacity is not
classical; (B) metallic systems like Au-Si where
crystal and glass reach the classical regime before
the glass transition occurs; (C) covalent systems
like As2Se3 where the jump in liquid heat capacity
occurs on a classical background and ACp re-
mains large above Tg; (D) open network systems
like GeO2 where ACp is small and occurs on a
classical background. The Tg is usually defined by
the construction made at 10 K/min shown in (A)
because this fixesQT as the temperature where the
average structural relaxation time is 100 s (10) for
scanning at 10 K/s; N is the number of atoms per
formula unit and R is the gas constant.
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liquids near their boiling points, the latter
(diffusive) motions occur frequently; com-
puter simulation studies of liquids would
suggest a rate of once for every 10 trajectory
reversals. The distinction between rattling
and diffusing motions will necessarily be
blurred under these conditions, and it
would be reasonable to say that the particles
are undergoing continuous diffusion ("itin-
erant oscillators").

As temperature decreases and, corre-
spondingly, the volume occupied by the
ions decreases (liquids expand more rapidly
than glasses or crystals), the average particle
spends an increasing fraction of the time in
trajectory-reversing collisions with its
neighbors because the conditions needed
for a diffusive displacement to occur be-
come more stringent. With less volume
available, more cooperation is needed be-
tween neighbors in order for one to escape
its initial cage and the time taken for a
given particle to diffuse one interionic dis-
tance increases; this is (17) approximately
the "structural relaxation time" obtained by
various measurements to be referred to be-
low. Meanwhile, the time between trajec-
tory reversals remains constant. On the oc-
casions when a particle does undergo a dif-
fusive motion- one which relocates its
center of vibration with respect to those of
some of its neighbors-more cooperation is
involved. There is some evidence from
computer simulations of spin system analogs
(18), supported by theory (19), that the
motions which permit diffusion to occur
take place preferentially or exclusively
within "loose" or mobile regions of the
structure-regions that may become of
nanoscopic dimensions near Tg (20-22).

Whatever the details, however, the es-
sential feature of vitrification is that, as Tg is
approached, an enormous gap opens up be-
tween the time for trajectory reversal (the
"rattling time") and the time for structural
equilibration (relaxation time). The differ-
ence in these two time scales can change by
as much as 10 orders of magnitude in the
temperature range Tg to 1.1 Tg (although it
may also be much more gradual, as discussed
below). Through all this Cp remains unaf-
fected until the transformation range is en-
tered. The transformation range involves
the last two to three orders of magnitude
before Tg is reached, so it can be a quite
sharply defined phenomenon. At the Tg de-
fined as in Fig. 2, the relaxation time proves
to be -100 s (10), 17 orders of magnitude
longer than the rattling time. When the
liquid can only relax stress, that is, behave
like a liquid, on the time scale of hours,
then experiments with characteristic time
scales of minutes, like scanning calorimetry,
will only see the unrelaxed, nondiffusive
(solid-like) aspect of the substance. Conse-
quently, Cp decreases to crystal-like values
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when measured during cooling, with a cor-
responding somewhat sharper increase on
reheating.

For the increasingly popular computer
simulation studies of supercooling liquids,
the loss of ergodicity perforce occurs in a
completely different, much shorter, time
scale range, and this causes the "transition"
to become a much less well-defined phe-
nomenon (1 1, 23). In this case T5, when it
is defined at all, is usually taken as the
intersection of lines drawn through values
of system energy, or volume, obtained for
temperatures well above and well below the
ergodicity-breaking regime which now ex-
tends over a range ofT comparable with the
value of Tg itself (23-25). The value of T
now falls at relaxation times much closer to
the rattling time, and depends very much
on the available computer time. The limi-
tations set by computation speeds is a seri-
ous problem for stimulation studies, which
can only explore a modest range of viscos-
ities. A great advantage of such studies, on
the other hand, is the improbability of crys-
tallization in all but the very simplest liq-
uids (hard spheres and inert gases): It simply
never has time to happen (26).

Beating the crystallization trap. To workers
in the field of supercooled liquids and glass
formation, crystallization is an experimental
disaster to be avoided wherever possible.
Except in rare cases (like the B203 men-
tioned earlier, and a few silicate glasses)
once a "critical nucleus" has formed by some
chance fluctuation, crystallization is inevita-
ble and is often catastrophic to apparatus.
The nucleation event, in which a small but
critical number of unit cells of the stable
phase self-assemble, is one that either in-
volves many more particles than are in-
volved in the cooperative rearrangement
needed for the structural relaxation, or in-
volves a less probable fluctuation of a similar
number. This is because, in all recognized
glass-forming systems, it has a much longer
time scale than the relaxation time (Tin).

It is useful to define an escape time Tout
(27), which is the time necessary to convert
-50% of the liquid to crystalline material
by a process of nucleation and crystal
growth. The probability (per unit time and
volume) of the occurrence of a nucleation
event usually passes through a maximum
during cooling between Tm and Tg (28, 29)
and so Tout exhibits a minimum. For safe
experiments, it is necessary to choose sys-
tems, or compositions within systems, in
which this minimum nucleation time re-
mains long compared with the time scale
for preparing the system for the experiment
(The reader can be forgiven for protesting
that at this point four distinct time scales,
one for rattling, one for relaxing, one for
crystallizing, and one for setting up the
experiment, must be juggled.). "Good glass
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formers" are those with very low nucleation
probabilities at all temperatures. They usu-
ally show no maximum nucleation rate, or
at least none above T . For poorer glassg
formers, a "critical cooling rate" (29) needs
to be exceeded.

The nucleation probability can be deter-
mined experimentally (30) and has been
intensively studied. An excellent review is
that of James (31). Crystallization usually
involves more than just nucleation. A sep-
arate factor is the growth rate of nuclei,
which always increases with increasing tem-
peratures except near the liquidus (25). The
maximum crystallization rate is found at
temperatures somewhat above the temper-
ature of maximum nucleation rate and is
easily determined by isothermal calorimetry
studies (32).

For molecular liquids, the likelihood
that crystallization can be avoided during
cooling at easily achieved rates (such as by
quenching a small test tube of the test
liquid by dipping it in a liquid nitrogen
bath) can be predicted empirically by the
Tv/Tm > 2 rule. Liquids with melting points
less than half their vaporization points are
usually sufficiently viscous at their melting
points that the nucleation rate during
quenching to lower temperatures is insuffi-
cient for crystallization to occur. The phys-
ics behind this empiricism has been dis-
cussed (29, 33, 34).

Strong and fragile liquids, and systems that
can be both. Notwithstanding the arguments
for an underlying phase transition (35), it is
generally agreed that the process called the
glass transition, as actually observed in the
laboratory during cooling, is strictly kinetic
in origin. Indeed what is observed is just
what is to be expected when an internal
relaxation time, one intrinsic to the liquid,

U)
0

-J
a

crosses an experimental time scale. To un-
derstand the glass transition as a general
phenomenon it must first be understood how
this internal relaxation time, which is pro-
portional to the viscosity, changes with T.

Viscosity data for ionic and molecular
substances are assembled in Fig. 3, which by
itself offers little basis for generalization.
However, if the available data are scaled
according to some simple principle, im-
provements in comprehensibility result.
The most common scaling temperature,
namely, by the gas-liquid critical tempera-
ture, is not useful because of lack of data
and other considerations. However, a nat-
ural choice that lies at the other end of the
viscosity range, namely, Tg (defined in a
reproducible way), leads to Fig. 4 (17, 36).

Figure 4 is based on the choice of an
invariant viscosity at the scaling tempera-
ture T (1013 poise at the glass transition),
and the diagram thus produced (36) has
been accorded a lot of attention. How-
ever, the choice of T(log a = 13) as the scal-
ing temperature is not necessarily the best
choice. Alternatives based on (i) Tg de-
fined by scanning calorimetry at a stan-
dard rate and (ii) the temperature at
which certain relaxation times reach 102 S,
have also been utilized (17, 34). Although
the patterns obtained according to such
choices differ in some detail, the broad
aspect is unchanged. The almost universal
departure from the familiar Arrhenius law
is perhaps the most important canonical
feature of glass-forming liquids. Two oth-
ers will be discussed below.

Figure 4 suggests that certain types of
liquids form extremes on the general behav-
ior. Open network liquids like SiO2 and
GeO2 show an Arrhenius variation of the
viscosity (or structural relaxation time) be-

* CaO-A1203 (64.5 wt%)
AY203-AI203 (YAG)
o ZnCI2
o CKN
E ZBLAN20
c Tri-a-naphthylbenzene
A 1 ,2-Diphenylbenzene
^ TI2SeAs2Te2
o GeO2
+ siO2
o B203
x BeF2
A Propanol
m o-Terphenyl (L&U)
a Toluene
o /-Propylbenzene
X Methylcyclohexane
* Propylene carbonate

/n o "ow
1000 KIT t5B&H)

Fig. 3. Variations of the viscosity with temperature, plotted in Arrhenius form, for a variety of liquids of
different types with different calorimetric glass transition temperatures. The Tg value is roughly the
temperature at which the viscosity reaches 1 013 P except for fragile molecular liquids, where Tg falls at
viscosities up to four orders of magnitude lower. Dashed lines are interpolations between Tg and the
lowest temperature data point. Source of data are given in earlier publications (17, 36, 59) and are
indicated here by authors' initials; ZBLAN20, [ZrF2O.53[BaF2]0.20[LaF3]0.04[AIF3]0.03[NaF]0.20.
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tween Tg and the high-temperature limit
and provide the "strong" liquid extreme of
the pattern. Others, characterized by simple
nondirectional coulomb attractions or by
van der Waals interactions in a subgroup of
substances with many nr electrons (primar-
ily aromatic substances), provide the other
extreme, "fragile" liquids. In fragile liquids,
the viscosities vary in a strongly non-Arrhe-
nius fashion between the high and low lim-
its. This strong/fragile liquids pattern (17,
36) has become has been used as the basis
for a classification of liquids, to indicate the
sensitivity of the liquid structure to temper-
ature changes. Fragile liquids have glassy
state structures that teeter on the brink of a
collapse at their Tg's and which, with little
provocation from thermal excitation, reor-
ganize to structures that fluctuate over a
wide variety of different particle orienta-
tions and coordination states. Strong liq-
uids, on the other hand, have a built-in
resistance to structural change, and their
vibrational spectra and radial distribution
functions show little reorganization despite
wide variations of temperature. Strong liq-
uids can be converted to more fragile be-
havior by changing their densities-an ex-
ample will be given below. Strong liquids
typically show very small jumps in ACP at
Th, whereas fragile liquids show large jumps.
This contrast is indicated by the insert in
Fig. 4. Hydrogen bonding seems to make a

c
.

0

0

special contribution to ACP.
The whole pattern can be reproduced

quite well by variation of one parameter
in a modified version of the famous
Vogel-Fulcher or Vogel-Tammann-Fulcher
(37-39) equation (40, 41). The original
equation:

.1 = 'q exp[B/(T-To)] (1)
can be written in the form:

n = . exp[DTJ(T-TJ)] (2)
In this form the parameter D controls how
closely the system obeys the Arrhenius law
(D = oo). The effect of changing D from 5
to 100 is shown in the insert to Fig. 4. As D
changes, so will the value of To change
relative to Tg; the relation is a simple linear
one of the form

Tg/To = 1 + D/(2.3031og TlgIlo) (3)
where log ('rg/'q.) is -17 (42-44), accord-
ing to Fig. 4.

The most fragile liquids identified to
date are polymeric in nature and cannot be
entered into a figure like Fig. 4 without
modification because the viscosity of a poly-
mer liquid is largely controlled by its mo-
lecular weight. This effect must be removed
before any common pattern can be ob-
tained. It is preferable in classifying polymer
liquids and rubbers to utilize some relax-
ation time characteristic of the segmental

c.e
C

TgIT
Fig. 4. Arrhenius plots of the viscosity data scaled by values of Tg from Fig. 3 and other sources showing
the "strong-fragile" pattern of liquid behavior on which the liquid's classification of the same name is
based. As shown in the insert, the jump in Cp at Tg is generally large for the fragile liquids and small for
strong liquids, although there are a number of exceptions, particularly when hydrogen bonding is present.
[From (36)]
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motions, that is, a microscopic relaxation
time, such as is obtained from transient
mechanical spectroscopy near Tg, digital
correlation spectroscopy, or dielectric relax-
ation. When this is done (45, 46), polycar-
bonates and polyvinyl chloride prove to be
the most fragile systems yet identified with
D -2.

The equivalent treatment of magnetic
relaxation in spin glasses, which have much
phenomenology in common with glass-
forming liquids, shows (47) that much more
fragile behavior can be found in some of
those systems, such as Cu-Mn. In this case
Eq. 3 shows that Tg and To will almost
coincide, which is probably the reason for
suggestions that in some spin glass systems
there is a real phase transition with an
associated diverging length scale.

It is to be stressed that Eq. 2 no means
accurately describes the behavior of any
liquid over the entire 15 orders of magni-
tude for which data are available, although
it does remarkably well for some liquids in
the middle of the Fig. 4 pattern, such as
glycerol (48, 49). Generally speaking, the
more fragile the liquid, the poorer the fit.
Many other two and three parameter equa-
tions [summarized in (1)] have been pro-
posed, but none perform significantly better
than Eq. 2. Also, the key parameter in Eq.
2, TO, which best fits the data in the tem-
perature domain entailing the last six orders
of magnitude in r before Tg (50, 51) (or the
entire range for glycerol), can frequently be
predicted independently by the purely ther-
modynamic analysis (52) described below.
On the other hand, a different picture

emerges from a recent analysis of data on
many fragile systems in which adherence to
Eq. 2 is tested rather stringently through a
differential analysis (49). This analysis,
which emphasizes the shorter relaxation
time data, suggests that Eq. 2 better fits data
in a higher temperature domain. Fitted in
this domain, the To parameter no longer
coincides with the Kauzmann temperature
TK (defined below). Indeed it is unphysical,
lying above T.g Thus there is little that is
physically robust to be found in quantita-
tive analysis of the relaxation-time temper-
ature dependence.
An analysis of the higher temperature,

lower viscosity data which has gained much
credence in recent years is that based on the
very detailed predictions of mode coupling
theory, MCT (14, 15). This is described as
a mathematical theory of the glass transi-
tion (15) and, as such, much of the physical
picture has had to be put in a posteriori.
There has been some confusion in nomen-
clature as a result. However, its success in
detailing subtle aspects of the phenomenon
in the simple atomic systems to which
it might be expected to apply (53), [and
also to many more complex systems to
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which application is less expected (54)] is
by all accounts remarkable. In this theory,
at least in its more tractable versions in
which activated processes play no role (14),
thermodynamics has no direct role to play.
The theory in its idealized version requires
the liquid dynamically to jam into a glassy
state at temperatures far above T and in
some cases above Tm, while a fast relaxation
mode [which bears no relation to the famil-
iar Johari-Goldstein P-relaxation (55)] con-
tinues to be active in the glassy state. The
jamming is in practice avoided by the in-
tervention of activated processes which, for
time scales longer than nanoseconds, offer
an alternative and more efficient way of
relaxing stress to that dealt with by the
idealized theory. The "hopping" processes
are incorporated in a more advanced form
of the theory (15) but this form is highly
parameterized and the predictive prowess in
the hopping domain is less marked.

Before the onset of the activated pro-
cesses, all aspects of the liquid dynamics are
controlled by the structure factor. Consis-
tent with this "single order-parameter de-
scription," the Prigogine-Defay ratio (56)
(defined below), in the relaxation time
range where MCT has been found accurate
(namely, those cases accessible to computer
simulation), is found to be unity (24).

For real systems in the temperature range
approaching Tg, the Prigogine-Defay ratio
always exceeds unity (57, 58). Because of
the great increase in complexity that ac-
companies the extension of MCT into the
low-temperature activated regime, MCT
has had little to say about this long relax-
ation time domain, yet it is in this domain
that technologically important processes
such as refractive index stabilization, me-
chanical strengthening, and physical aging
are important problems to be understood
and controlled. In the low-temperature re-
gime, the "fast" process of MCT, that is, the
process associated with anharmonic predif-
fusion behavior, remains relevant because
barrier crossing must also be preceded by
cage rattling. However, now it is the physics
of exploration of the "energy landscape,"
which must be dealt with in understanding
the slow processes. In this sense, as pointed
out before (59), MCT advances the field to
the edge.

The crossover to barrier-dominated be-
havior was anticipated in a classical paper
by Goldstein, who introduced the potential
energy hypersurface to the field (60).
Strength and fragility in liquids may be
discussed in terms of simple two-dimension-
al representations of this energy hypersur-
face (1, 17, 59), as discussed in detail by
Stillinger (61). Fragile liquids would have
high densities of minima per unit energy
increase, in order to account for their high
configurational AC 's. They would also
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need relatively low barriers between the
minima. This corresponds to small D of Eq.
2 because, in the most successful model for
relaxation near the glass transition (62), D
of Eq. 2 is proportional to AVJuACp0, where
Ap is the height of the barrier between
minima and ACpO, is the configurational
heat capacity at TK. Surfaces with few min-
ima and high energy barriers between min-
ima generate strong liquids while interme-
diate liquids can have various origins (63).

The problem of deriving the features of
the potential energy hypersurface from the
basic intermolecular potentials is a formida-
ble one (64) and the means of describing its
topology in intelligible terms must be even
more daunting. A useful approach is suggest-
ed by some recent observations on the ar-
chetypal strong liquid SiO2. Computer sim-
ulations of this system (65-68) suggest that
the diffusivities behave in an anomalous
fashion and increase with increasing pres-
sure. Brawer's analysis (69) indicates that
this happens because the increased density
provides an increased probability of tran-
siently or temporarily increasing the coordi-
nation number of Si from 4 to 5, permitting
diffusive exchange of0 between adjacent Si
atoms. The same packing factor is involved
in changing the liquid character from strong
to fragile. It seems likely that increasing
density changes both the Ap. and ACP fac-
tors in a fragility-favoring manner. Al-
though laboratory experiments to establish
these effects are difficult, the ion dynamics
simulations needed to study them are now
within reach, although extremely long runs
(simulating >1 ns to obtain reliable data at
the lower temperatures.).
When the density of silica was raised by

30%, the diffusivities of the Si and 0 com-
ponents changed from behavior consistent
with the strong liquid of ambient pressure
experience to a strongly non-Arrhenius liq-
uid (1, 66). These results suggest a change-
over from strong to fragile behavior as a

Fig. 5. Microstructure showing two glassy phases
of identical composition formed by quenching an
initially homogeneous oxide melt in the system
Y203-AI203. The droplet phase has a lower den-
sity and has evidently nucleated from the denser
phase, which is a fragile liquid at 2000 K (Fig. 4),
during quenching. [From (70) by permission copy-
right Macmillan]

function of particle packing density. Thus, a
given hypersurface may have different re-
gions, corresponding to different particle
densities, which have very different densi-
ties of minima (discussed further below).
These results suggest that a rigid ion system
like BeF2 or SiO2 could provide a fruitful
subject for theoretical investigations of the
hypersurface topologies which relate alter-
natively to strong and fragile behavior in
liquids.

Fragile-to-strong liquid conversions by first-
order transitions. What remains to be shown
is that, in certain interesting cases, regions
with different topologies must be character-
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Fig. 6. Phase diagrams from modified van der
Waals model for water (76) based on choice of (A)
the hydrogen bond-breaking energy consistent
with spectroscopic evidence (enthalpy, AH = 14
kJ/mol) and (B) energy indicated by potential func-
tions used for water simulations (AH = 22 kJ/mol).
C is the critical point. For (A), the phase diagram is
consistent in form with that derived from the Haar-
Ghallager-Kell equation of state (148) and sug-
gests that a liquid-liquid first-order transition with
negative Clapeyron slope run between the liquid
vapor spinodal at negative pressure and unchart-
ed regions at high pressure. For (B), the line of
first-order transitions terminates at a critical point
at moderate pressures, marked C'. This result is
also obtained in computer simulations with com-
mon pair potentials (78). Note the disposition of
the spinodal lines above and below the transition
line. Approach to a spinodal is accompanied by
diverging fluctuations and anomalous physical
properties. Dotted lines are loci of temperatures of
maximum density. [Adapted from (76) by permis-
sion copyright American Institute of Physics]
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ized as separate megabasins in the configura-
tion space of a single substance. The mega-
basins in these cases are separated by major
energy barriers such that the system can,
under the right circumstances, execute tran-
sitions between them that have the charac-
teristics of first-order phase transitions. For
instance, this is necessary to account for the
polyamorphic transition seen to occur, under
nonergodic conditions, in the case of vitre-
ous water described above. Such transitions
may occur in the metastable liquid state
where, at least in principle, the transition
can be a reversible phenomenon.

The microstructure of a quenched melt
in the Y203-A1203 (70) system is shown in
Fig. 5. The structure shows droplets of one
glass phase embedded in the matrix of an-
other. Such microstructures are seen fre-
quently in quenched oxide glass melts
where they arise from the passage of the
melt through a submerged (metastable) liq-
uid miscibility gap. The two phases are nec-
essarily, in this case, of different composi-
tion. Y203-A1203, however, is not the type
of system in which such a miscibility gap
would be expected. Indeed, painstaking
analysis showed (70) that the two glassy
phases in Fig. 5 are of identical composi-
tion. Only the densities are different. The
droplet phase, which must have nucleated
and grown from the matrix, is the low-den-
sity, low-entropy phase. A first-order transi-
tion from a high-density to a low-density
liquid must have occurred during the quench
but was arrested before completion because
of the fast quench and the highly viscous
conditions under which the nucleation was
initiated. The high-temperature liquid, ac-
cording to the available viscosity data and
the best estimate of T for the droplet phase,
is a very fragile liquid, so it is not unreason-
able to suppose that the transition is also one
from a fragile to a strong liquid.

This picture is entirely consistent with
what had already been suggested (71) for
the behavior of pure water during quenches

so rapid that the glassy state is obtained
(72). Exceptionally fast cooling is needed as
the Tv/Tm ratio for water is only 1.36. Both
the thermodynamic and the transport prop-
erties of water approaching -450C become
highly anomalous (73) and comparable to
those of some liquid crystals approaching
their weakly first-order mesophase transi-
tions (74). The anomalies are a conse-
quence of approach to a spinodal instability,
near which fluctuations slow down and di-
verge, that lies just below the first-order
transition temperature. The low-tempera-
ture phase of water is an open network (75)
like Si02, and it is not surprising (Fig. 4)
that it should be a strong liquid (71).

The manner in which such weak first-
order transitions can arise in atomic and
small molecule liquids prone to open net-
work bonding has been demonstrated in
two recent theoretical papers (76, 77), one
of them a microscopic model (77). The
phase diagrams for two water-like substanc-
es with different hydrogen bond strengths
obtained (76) are shown in Fig. 6 (omitting
all crystalline phases). The value of the
bond strength determines whether a first-
order liquid-liquid transition occurs at all
pressures or only at pressures above ambi-
ent. Again, the low-temperature phase is a
low-density, low-entropy phase.

The slopes of the liquid-liquid phase tran-
sition lines in Fig. 6 are those expected from
the Clapeyron equation and, in combination
with the spinodal lines radiating out from
the critical point, shows why the polyamor-
phic phase change observed under noner-
godic conditions in both laboratory (8, 9)
and simulation studies, (78) occurs hysteriti-
cally under nonergodic conditions (9, 76,
78). The amorphization of certain high-pres-
sure metallic phases transforming to low-
density tetrahedral semiconducting glasses
on decompression (79), has been explained
by using similar phase diagrams (which have
second critical points at negative pressures)
derived from "two-fluid" models (80).

Fig. 7. Potential energy hypersur-
face showing megabasins needed to Megabasin Megabasin 11
understand the existence of poly-
amorphic forms, and the observed
first-order-like phase transitions be-
tween them. The wavy horizontal ar-
row indicates a narrow channel in

configuration space (out of the plane /
of the paper) by which nucleation of a c
low-entropy phase can occur during Nucleation

cooling (strictly, the vertical axis C.
should be a chemical potential in or- d compression Crystal 11
der for the horizontal transition to be Crystal I ass
appropriate). The inclined straight

In glass
line schematizes how cold compres- Increasing densit >

sion can lead to sudden (unnucle-
ated, spinodal-like) collapse to a Configuration coordinate

higher density glass. In addition to Stillinger's article (64), see the review of the glassy state (with an
emphasis on spin glasses) by Anderson (149).

SCIENCE * VOL. 267 * 31 MARCH 1995

A situation analogous to the latter cases
exists for two other well-researched amor-
phous substances which also exhibit tetra-
hedral coordination in their low energy
states, silicon and germanium. A thermody-
namic problem in the relation between liq-
uid and amorphous silicon, comparable to
that for water (6), was pointed out by Spae-
pen and Tumbull (81). They proposed as a
solution that amorphous silicon should pass
into the liquid state not continuously as for
normal glasses but through a first-order
"melting" transition, at a temperature well
below the normal Tm. Again, proof was not
possible at that time because of the ex-
tremely rapid crystallization to the four-
coordinated crystal form. However, the ad-
vent of laser heating made extremely fast
heating possible, and it was subsequently
reported by Thompson et al. (82) that amor-
phous silicon "melted" at a temperature of
1480 ± 50 K, which is some 200 K, or 12%,
below Tm of the ordered crystal. For water,
the proposed transition, also possibly a first-
order melting just above a spinodal at 227
K, would occur -15% below Tm. It is an
interesting question whether or not Si,
maintained in the amorphous state at 1400
K by, for instance, a crystal-order-destroy-
ing beam of electrons, would be an amor-
phous solid or a viscous liquid. The latter
may be more reasonable given that, among
known glasses, all except SiO2 are above
their Tg at 1400 K-in which case the "melt-
ing" transition reported for Si is actually a
liquid-liquid transition. Indeed, such a tran-
sition has been observed in computer simu-
lation studies of liquid Si by Grabow (83).

To accommodate these new phenome-
na, a more general version of the hypersur-
faces discussed earlier is presented in Fig. 7.
The new version permits the low-entropy
"strong" liquid state to be found by a first-
order phase change (configuration space
tunnelling) from a fragile (higher entropy)
state, which involves nucleation and
growth as evidenced in Fig. 5. Now, at low
temperatures, the possibility of nucleating a
phase change, hence observing an equilib-
rium transition, vanishes but the phase
change can still occur by a spinodal-type
mechanism. The system can be moved by
elastic distortions along a continuous uphill
path in the configuration space of one
megabasin until an overlap with a mini-
mum in the adjacent megabasin occurs and
the system "falls" into it. This path is abso-
lutely irreversible, and the transition on
decompression can only be accomplished by
a comparably large elastic distortion in the
opposite direction-hence, the large hys-
teresis (84) demonstrated so definitively by
Mishima (9) and by Poole et al. (78).

The above phenomena can be related to
the phase behavior of liquid crystals whose
transitions have been analyzed in detail
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(70). The only novelty being introduced
here is that such phase transitions can occur
in systems of small molecules, even atoms,
and that they may be responsible for a
switch from strong to fragile behavior in the
liquid, and for hysteritic pressure-induced
first-order phase transitions in the glass. In
these new cases, the innate asymmetry of
the liquid crystal-forming molecules has
been replaced by an innate predisposition
to a special low coordination number, short
range order-which means these phase
transitions are accompanied by larger
changes of volume than in the liquid crystal
case. The existence of vitreous states of
different liquid crystal mesophases has long
been known (85). Together with the vitri-
fied native and denatured low moisture pro-
teins that have been used as glues since
ancient times, they stand as early unherald-
ed manifestations of the vitreous state poly-
morphism phenomenon.

Other Canonical Features of
Liquids near T

The only non-Arrhenius behavior is one of
three canonical features of the viscous liq-
uid state. So far liquids have been discussed
as having only a single time constant asso-
ciated with their transport or relaxation
processes. The viscosity, of course, is a mea-
sure of the liquid response to a suddenly
imposed shear stress and is related to the
corresponding relaxation time by a Maxwell
equation:

N=G.T, (4)

where G.. is the high-frequency shear mod-
ulus, an elastic property, and T is the aver-
age relaxation time of the system as it re-
sponds to the impressed shear stress. In
statistical mechanics, it is the integral of the
shear stress tensor time auto-correlation
function and as such can be evaluated from
molecular dynamics calculations. For liq-
uids exhibiting non-Arrhenius relaxation
time behavior, this correlation function is
not a simple exponential even when the
effects of molecular oscillations, which are
seen at very short times, have been aver-
aged out. Much attention has been given to
the interpretation of this complex departure
from exponentiality. What can be said here
is that there appears (85-90) to be a corre-
lation between the departures from expo-
nential relaxation and from Arrhenius tem-
perature dependence, that is, with the liq-
uid fragility.
When compared at some fixed relax-

ation time such as 102 s at Tg departure
from exponentiality is most conveniently
characterized by the stretching exponent
P3 of the Kohlrausch-Williams-Watts re-
laxation function:

0 (t) = exp - [(t/Tr)l]
which has been shown (91) to give a one-
parameter description that is as good as that
obtained with the two-parameter Havriliak-
Negami equation (92). The correlation,
however, is different for liquids of different
structural complexity (92); 13 usually de-
creases with decreasing temperatures. For
spin glasses, some of which are much more
fragile than structural glasses (47) and
hence can be studied much closer to T, the
responses are so extremely nonexponential
that Eq. 5 is inadequate to describe them.
Attempts with Eq. 5 yields 13 < 0.05 (82,
83).

It is reasonable to ask how 13 changes at
temperatures below Tg. The provocative an-
swer (87, 93) is that it tends to a limit at T.
of Eq. 2. A scaling analysis of this phenom-
enon recently lead Menon and Nagel (93)
to conclude that the susceptibility itself
would diverge at T0, thereby strongly sup-
porting the underlying phase transition no-
tion to be taken up next.

The third canonical characteristic of re-
laxing complex liquids is the so-called non-
linearity of relaxation (10, 94). This refers
to the finding that near and below Tg, re-
laxation can be studied on systems which
are nonergodic and are evolving toward the
equilibrium structure on very long time
scales. The process is known as "annealing"
when it occurs by design, and "aging" when
it occurs unwanted. It has been much stud-
ied in the glass industry where it is frequent-
ly referred to as "stabilization." In the poly-
mers industry it is known as "aging" and is
the focus of the article by Hodge in this
issue (95). In the nonergodic state it is
usually found that the shorter the (average)
relaxation time measured by a particular
technique at a constant temperature the
greater the nonergodicity (measured in
terms of departures of macroscopic proper-
ties, such as volume and entropy from their
equilibrium values). Hodge (95, 96) found
that the more fragile the liquid, the greater
is the dependence of the measured relax-
ation time on this departure from equilibri-
um. By combining the Adam-Gibbs entropy
theory for relaxation (61) and the Tool-
Narayanaswamy treatment of out-of-equi-
librium relaxation (10, 97, 98), almost
quantitative accounts have been given (99,
100) of the glass transition and related phe-
nomena, even including relaxation of va-
por-deposited glasses (101).

Thermodynamic Aspects of the
Glass Transition

Although this article began with a descrip-
tion of the glass transition phenomenology
with a thermodynamic observation (ACP)
only kinetic phenomena have been dis-

cussed. Now it is time to return to thermo-
dynamics, because much has been implied
but little said.

The higher Cp, of the liquid above Tg, for
instance, has important consequences. It
requires that a new contribution to the
enthalpy AH and entropy AS of the sub-
stance begins at Tg. This is clearly the main
source of the entropy of fusion ASf because
the latter is largely accounted for by the AS
added between T and Tf. Looked at the
other way, the decrease in AS below Tf
would appear to be correlated with the
manner in which the liquid "slows down."
This is shown in Fig. 8A, where the ratio of
the entropy excess Sex of the liquid to that
of the crystal at temperatures below Tm is
shown [for a collection of molecular and
ionic liquids of varying fragility (59)] as a
fraction of the entropy of fusion, ASf = Sex
at Tf. A reduced temperature scale is used to
simplify the comparisons. CKN is not in-
cluded because it is a solution. Figure 8B
shows how the excess heat capacity ACp
increases with decreasing temperature,
thereby accelerating the approach to the
entropy crisis. In the same range the log-
(viscosity) is rocketing up because of its
apparent connection to the excess entropy,
which we now discuss.

At T, the value of Sex/lSf has typically
fallen to 0.4 and in some cases it is dimin-
ishing so quickly that it would vanish just
10% below T. That the total entropy of the
liquid is approaching the crystal value on
such a sharp trajectory constitutes an entro-
py crisis, since a continuation of the trend
below Tg would quickly produce a disordered
state with entropy much less than that of the
stable ordered state, which is not acceptable
within conventional thermodynamic think-
ing. This much-discussed problem was
pointed out in a seminal paper by Kauzmann
in 1948 (102). It is the primary basis for the
idea that the glass transition is at the root of
a thermodynamic transition hidden by slow
kinetics, because some sudden change in the
Cp of the internally equilibrated liquid is
needed to avoid the liquid of subcrystalline
entropy (103). The extrapolated isoentropy
temperature has become known as the Kauz-
mann temperature TK.

The idea of a ground state for amorphous
packing is contained in the representation
of the potential energy hypersurfaces of Fig.
7. The lowest minimum on the surface
would be the one that the system would
occupy if the cooling process were so slow
that the liquid would reach TK in equilib-
rium. However, as Fig. 4 and Eq. 1 suggest,
this would require infinitely slow cooling.
Thus TK, like absolute zero, is inaccessible.

The rate at which the configurational
entropy increases depends on the number of
minima per unit of energy increase. Thus the
surfaces with the largest densities of minima
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Fig. 8. (A) Decrease of the excess entropy of
liquid over crystal from that at the melting point
[Sex (Tm)] for nine glass-forming molecular and
ionic liquids during supercooling. Temperatures
are scaled by T1 so that the difference in excess
entropy at Tg is easily seen. Note how rapidly the
ratios approach zero at Tg at the right-hand ex-
treme of the band. The dashed vertical lines indi-
cate, respectively, the temperatures Tg defined as
in Fig. 2, and Tc, the mode coupling theory critical
temperature obtained from viscosity data fitting
(59). The dashed curve is the distinct behavior of
ethanol, which is intermediate in Fig. 4. The other
liquids are all more fragile. (B) Variation of the ratio
of liquid-to-crystal heat capacity ratio with tem-
perature for various liquids. The trend is well ap-
proximated by a hyperbolic temperature depen-
dence, ACp - T-1. The dashed line shows the
extended data, interpolated between Tg and Tm,
for a metallic glass former, Au-Si [see the article by
Greer (150)].

will be those for systems with large ACP and
high fragilities. The connection between all
of these characteristics is best made through
the Adam-Gibbs equation which resulted
from a heuristic theory of cooperative relax-
ation (60). The final equation:

T = TO exp(C/TSex) (6)
becomes identical with the VTF equation
for the case in which the excess heat capac-
ity ACp varies inversely with temperature,
which is a fair approximation to the ob-
served behavior seen in Fig. 8. The equa-
tion gives a direct explanation of the coin-
cidence of TK with To, which has frequently
been found (48, 50, 107-109).

The above is one version of the "view of
the glass transition from the liquid," and
MCT provides another. However, there is a
quite different view of the glass transition
which is a "view from the solid." In this
view (109), one starts knowing nothing
about the liquid and asks what is it about
the vibrational dynamics of an amorphous
solid, formed by any one mechanism that
has no liquid state in its history, that causes
it suddenly to generate entropy of a new

type, and become diffusive and mobile,
when heated at a fixed rate above some
special temperature T7? This is a legitimate
approach which, like the idealized MCT,
denies any need to answer questions about
what happens on infinite time scales at low
temperatures other than the assertion that
an entropy-generating mechanism, which
works at higher temperatures, has become
inoperative. This approach is examined in
the last section of this article.

"Glassy" Dynamics and Phase
Transitions in Polypeptides

and Proteins

The relaxational phenomena that occur in
native proteins can be interpreted in terms
of so-called "glassy" dynamics (4, 11 0-
l 19), which usually means the dynamics of
glass-forming systems above Tg. These single
molecule systems display many of the dy-
namical features of the many-molecule sys-
tems discussed above. An individual protein
molecule contains so many individual rear-
rangeable subunits that its configuration
space can be described by a potential energy
hypersurface containing most of the features
of the hypersurfaces typical of a many-parti-
cle glass-forming system. To what extent
does the superstructure imposed by the fold-
ing of the protein into its native state im-
pede the exercise of the liquidlike degrees of
freedom at temperatures below the folding
transition? Obviously considerable freedom
remains because the protein function in-
volves fast conformational changes.

This question is answered operationally
by examining Cp of a concentrated water-
in-protein solution (or a dry protein in cer-
tain cases) before and after denaturation.
Figure 9 shows differential scanning calo-
rimeter scans of a globular protein of vari-
able water content before and after dena-
turation (1 17). The denatured system has a
quite pronounced glass transition, and the
dry native state shows little or none. The
thermal effect in the native protein be-
comes somewhat more pronounced with in-
creasing water content but is never compa-
rable with the denatured sample nor with
that of simple polypeptides of comparable
molecular weight and water content. This
distinction is, in fact, what might be ex-
pected for strong and fragile polyamorphs. Is
it possible that the unfolding transition in a
single protein molecule, which involves the
cooperative breaking of many hydrogen
bonds, is the initially low-density folded
structure (120), generically related to the
strong-to-fragile liquid transition in water?
Certainly there is a change in mobility of
chain links as the transition is crossed
(120). Furthermore, Morozov and Mo-
rosova (121) give evidence for the exis-
tence of a mechanical instability (a spi-
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Fig. 9. Differential scanning calorimeter scans of
the globular protein legumin both before and after
denaturation, for different water contents (A) dry
and (B) 10.4% by weight. Note the increase in
calorimetric strengths of glass transitions after de-
naturation. The native state acts like a strong liq-
uid. Comparison of the glass transition with a sim-
ple homopolypeptide, poly-L-asparagine is made
in Fig. 10. [From (11 7b) by permission copyright
Oxford University Press]

nodal) in the crystal phase lying just above
the denaturing transition temperature (as in
Fig. 6 for water). They argue that the insta-
bility in the crystal is intimately related to
the instability in the molecules.

In Fig. 10 the dependence of Tg on water
content in (i) denatured proteins, (ii) a
native protein of unsubstantial tertiary
structure (wheat gluten) (122), and (iii) a
polyhomopeptide, are compared with data
for a classical polymer-diluent system (poly-
styrene-styrene). Figure 10 shows that de-
natured proteins are members of the family
of lightly plasticized chain polymers. With
increasing water content the (high-temper-
ature) denatured protein Tg decreases and
loses definition while the native protein
phenomenon gains definition (1 17). At sat-
uration, there is little distinction between
them (119) [although what is actually ob-
served at high water contents is more in the
nature of a strong secondary relaxation
(119)]. It seems reasonable to regard the
water-saturated folded protein also as a plas-
ticized polymer system.

The effect of pressure on the denaturing
transition studied by different workers, in
particular by Zipp and Kauzmann (123) and
Markley and co-workers (120) proves to be
such that the previously favored hydropho-
bic model for the folding transition is not
supported. In the cases studied by these
authors, the volume change of the protein
itself on unfolding [much more so than of
the protein-in-water system in toto (120)]
was found to be strongly negative, in the
same sense as (and comparable in magni-
tude to) the volume change for forming
high-temperature water from low-tempera-
ture water is negative. The basic ingredients
for the bond-modified van der Waals model
(76) which give the phase transition in
water, are therefore present. Further consid-
eration of the analogy seems warranted.
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Anharmonicity, Boson Peaks,
and the Glass Transition
Viewed from the Solid

A phenomenon frequently termed a transi-
tion (implicitly a glass transition) by pro-

tein researchers (despite its observation in
extremely short-time experiments) is the
sudden change of slope occurring in the
T-dependence of the Debye-Waller factor,
the mean square displacement (MSD) of
the system's particles ((r2)). It applies to
observations based on Mossbauer scattering,
which is very sensitive to small-amplitude
displacement (113), and on neutron-scat-
tering studies (1 14). It has also been seen,

with much greater difficulty and less defi-
nition, by x-ray studies of protein crystals
(115), and with considerable definition in
computer simulations of myoglobin (1 16).

This same phenomenon has now also
been found in simple liquids (124) and
chain polymers (125-128). In these cases,
the observed effect has been attributed to
the onset of inelastic processes and has been
interpreted (124, 125) in terms of MCT. In
a study of the simplest available glass-form-
ing system, selenium, which is also a chain
polymer, Buchenau and Zorn (129) gave an

alternative interpretation based on the con-

cept of soft phonons. A number of the ob-
servations are collected in Fig. 11 (the cal-
orimetric Tg values are noted in the legend
of Fig. 11). The proximity of the anomaly to
Tg may be seen from the Tx-scaled plot of the
data shown in the insert to Fig. 11.

In my group we examine this phenome-
non (1, 130) for a range of ionic liquids,
from extremely fragile (BaF2 2ZrF4) to ex-

tremely strong (SiO2), which can be simu-
lated by using the ion dynamics programs
that have been developed for the study of
ionic liquids and glasses (131-133). A spe-
cial advantage of the computer simulation
studies is that the phenomenon can be ob-
served within an unchanging configuration
because the onset of diffusion which permits
the structure to change and evolve in a

liquidlike fashion in laboratory studies at T
> Tg, is eliminated by the short duration of
the simulation. The absence of any structur-
al rearrangements of importance to diffusion
is proven by the absence of any net slope in
the MSD time curve over many hundreds of
individual ion oscillations (130).

Systems of variable dimensionality of
network connectivity were studied in Fig.
12A. Two of these, SiO2 and B203, corre-

spond to familiar inorganic glass systems.
The first is a three-dimensional (3D) net-
work of silicon atoms four-coordinated by
oxygen atoms whereas the second has a

two-dimensional (2D) structure of 0-linked
three-coordinated boron atoms with weak

interactions between the sheets. The third
one, which has a one-dimensional (iD)

character, is a system recently described by
Lucas and colleagues (134) and is obtained
by substituting F- for oxide ions in B203
such as to dismantle the 2D sheet structure
of B203 into iD chains (BOF),. (Special
measures have to be taken in the setting up
of the initial configuration for this latter
system to avoid cross-linking events which
are statistically probable in the fused state,
although the presence of a limited number
of such cross-links has little effect on the
behavior. The onset of such crosslinking
occurs on heating at -650 K). It therefore
resembles the chain polymers of Fig. 11.

Figure 12 shows how (r2), evaluated be-
tween 0.5 and 2.0 ps, varies with T from low
T to values well above Tg [see (1) and
(130)]. Included in Fig. 12 are the neutron
scattering data from Fig. 11. The similarity
of the Se behavior to that of our iD BOF
system is impressive and would be greater if
Se did not change its configuration with
time for T > Tg. Comparison of Figs. 11 and
12 suggests that the breaks in the Debye-
Waller factor referred to earlier for both
biological and other systems owe their ori-
gin to the onset of severe anharmonicity in
the molecular-ionic motions, rather than to
the presence of inelastic processes as argued

in (125, 126). However, the two views can
be reconciled by recognizing (135) that the
overshoot in (r2) seen at 0.1 to 1.0 ps (par-
ticularly persistent for B203 and SiO2) is a
time-domain manifestation of the much-
discussed boson peak (125, 127, 129, 135-
141). Damping of this overshoot appears as
the inelastic process detected by neutron
scattering and is largely responsible for in-
creased (r2) above Tg. Damping occurs be-
low Tg for the ID system [also in the fragile
BaF2ZrF4 case (130)] but only far above it
for B203 (2D) and SiO2 (3D), in accord
with the observation (138) that the boson
peak persists above T in strong liquids.

The only laboratory system for which
the incoherent neutron scattering data
have been presented in the (r2) versus time
form is that of polyvinyl chloride (141).
This is the most fragile liquid known (46)
and, since the boson peak disappears below
T in fragile liquids (138), the overshoot in
(rl) is barely observable at any of the tem-
peratures studied. An (r2) versus time pre-
sentation of experimental incoherent neu-
tron scattering data for the cases of B203 or
SiO2 would probably be informative. The
overshoot in (r2) is a particularly striking
feature in the case of B203, for which also a

Fig. 10. Glass transition term- 500
peratures for various biopoly-
mers and polystyrene as
function of water (or other W g
molecular additive) content, 400 -
showing the similarity of de- .
natured protein behavior with 0-
that of other chain polymer 23 250 300
plus diluent systems. Insert Polytyrene T(K
shows type of scans on - styrenej
which individual points are 01
based: the scan of the poly-L- 200- - E
asparagine sample with 14% 00 PG
H20 by weight (solid line) w/W 00.02 0.4 0.7shows a sharper glass transi- 100 - .
tion than the scans of dena- 0 20 40 60
tured legumin (6% H20, dot- H20 (weight %)
ted line) and collagen (10%
H20, dashed line). [From (132) by permission copyright American Institute of Physics]

Fig. 11. Variations of the De- 1.0-
bye-Wailer factor, (r2) with T7- PBDiene/1
scaled temperature, showing * PIB/199
change of slope around the 0.8- 0 Fe/myoglol
temperature of the calorimet- (M6ssbauE
ric glass transition, Tg. Tg val- 06- ° Myoglobin
ues in Kelvin degrees are giv- 0.6 M ob
en in legend; PBDiene, poly- * Se/303
butadiene, and PIB, poly- X)
isobutylene. Insert shows the 0.4
same data versus T/T9, except
for proteins for which Tg is only 0.2
ambiguously defined by calo-
rimetry. The band marked 8 ....

OM shows the reduced tem- 0.0
perature range needed to 0 100
change the relaxation time of a
fragile liquid, o-terphenyl, by eight orders of magnitude.

200 300 400 500 600
T(K)
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very strong boson peak has been reported
(140). This strong effect may be related to
concerted motions of ions in the 2D sheet
structure of B203 glass. In this case, the
effects should diminish rapidly with addi-
tion of alkali oxide, or with application of
pressure, both of which promote four-coor-
dination of boron. Indeed, a systematic
variation of the correlation length for the
intermediate range order with alkali oxide
content in the binary system has recently
been demonstrated (140). For SiO2, the
overshoot at higher temperatures is quickly
damped out by increasing pressure (130).

Breaks in the (r2) versus T plots of stim-
ulated systems [Fig. 12 and (130)] all seem to
occur close to the temperatures of the ex-
perimental Tg, as was previously observed in
laboratory experiments on elemental seleni-
um (128). However, Tg is defined in a quite
arbitrary manner on the basis of measure-
ments conducted at a convenient laboratory
time scale, and corresponds, as noted earlier,
to a structural relaxation time of 102. While
it is simple to say that the structural rear-
rangement process observed in the laborato-
ry studies could not occur on any time scale
without the presence of anharmonicity in
the vibrational motions, this does not ex-
plain why its onset temperature should seem
to be close to the temperature at which the
relaxation time happens to be 102 s.

This apparent problem is largely re-

A
1 .0

0.8

U' 0.4

0.2

1000 2000 3000 4000 5000 6000
T(K)

B

7ITg

Fig. 12. (A) Variations of (r2), in the prediffusion
regime with temperature for computer-simulated
SiO2 (3D network), B203 (2D sheet), and BOF
(linear chains). Tg values are given in parentheses.
Included are laboratory neutron scattering data
from (137) for the case of selenium, which has T9
close to that of BOF. (B) Same data versus T/Tg,
where Tg is the calorimetric T9.

solved by recognizing how narrow is the
range of T (as opposed to 1/T) over which
the relaxation time changes from small to
very large values. We have marked (as 8
OM) on the temperature axis of Fig. 11, the
range of temperatures over which the relax-
ation time changes by eight orders of mag-
nitude from 10-4 s to 10+4 s for a typical
fragile liquid. It is seen to be a narrow
interval relative to the total T range ex-
plored. This is a consequence of the very
high-temperature coefficient of the relax-
ation time in the vicinity of Tg for fragile
liquids, in accord with Eq. 2 with small D.
For strong liquids, the T range for the same
change of relaxation time is greatly extend-
ed but then, also, the discontinuity between
the harmonic and anharmonic ranges is
much less well-defined, presumably because
of the persistence of the boson peak above
T. [In Ngai's model (142) this would cor-
respond to the primitive relaxation having
a very large activation energy, and in Har-
rowell's development of the 2-spin facilitat-
ed Ising model (137, 143) it would corre-
spond to the spin flip process having a large
activation energy.]

The short time phenomenon, which has
been thought of as a glass transition in
protein dynamics experiments (1 10-1 15)
and protein computer simulation studies
(1 16), can be viewed as a precursor or trig-
ger phenomenon to the real glass transition.
It is also evidently (142) the primitive re-
laxation of Ngai's coupling model, seen in a
somewhat different light. The real glass
transition, characterized by the C,, jump,
depends on diffusive displacements that
only occur on very much longer time scales.
A possible connection is that made by
Buchenau and Zom (129), who outlined a
critical displacement model in analogy to
the Cohen-Tumbull "critical free volume
model" for diffusion in glass-forming simple
liquids (144). The AC, associated with the
anomalous Debye-Waller effect, which now
seems to be intimately related to the over-
damping of the boson peak, can be mea-
sured in computer simulation studies and
seems to be small (130). If the overdamping
of the boson peak really triggers the glass
transition, then the more anharmonic are
the vibrations associated with this peak
(that is, with the intermediate range order
or structural inhomogeneities) the lower in
temperature (hence the closer to TK) the
configuration space exploration should be-
gin (at Tg). Because TgITK scales with the
liquid strength parameter (D in Eq. 2), the
fragility should then be determined by the
anharmonicity as implied in (138). Large
anharmonicity means large volume depen-
dence of the important frequencies (the
Gruneisen parameter) hence presumably
implies high pressure coefficients of Tg, as
are indeed found for fragile liquids (145).
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Proteins, in terms of the above consid-
erations, seem to be both strong and fragile
because they show a sharp change in (r2)
versus T at -200 K (1 13, 114) yet have a
boson peak that persists far above 200 K
(146). The resolution of this paradox is
probably to be found (119) in the separa-
tion of protein dynamics into P-like com-
ponents due to water-to-side chain inter-
actions (mainly on the surface) which be-
come active at 170 K, and strong a-like
components associated with main chain
motions that are responsible for the persis-
tent boson peak at much higher tempera-
tures. Little information on the behavior of
the boson peak in proteins after denatur-
ation is available, and what is available
seems conflicting (146).

Concluding Remarks

The field of viscous liquids and the glass
transition has certainly been enriched by
recent developments and offers more chal-
lenges than ever before. Key problems in-
clude:

1) Determining the conditions under
which polyamorphism is or is not manifest-
ed, and contrasting the physical properties
of the two viscous liquid states.

2) Determining the general behavior
of liquids near their Tg at high pressure
(147), where attractive forces will be less
important.

3) Understanding the structural origin
of the boson peak, the nature of its damp-
ing, and the significance of anharmonicity
in general.
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A Topographic View of
Supercooled Liquids and

Glass Formation
Frank H. Stillinger

Various static and dynamic phenomena displayed by glass-forming liquids, particularly
those near the so-called "fragile" limit, emerge as manifestations of the multidimensional
complex topography of the collective potential energy function. These include non-
Arrhenius viscosity and relaxation times, bifurcation between the ot- and P-relaxation
processes, and a breakdown of the Stokes-Einstein relation for self-diffusion. This mul-
tidimensional viewpoint also produces an extension of the venerable Lindemann melting
criterion and provides a critical evaluation of the popular "ideal glass state" concept.

Methods for preparing amorphous solids
include a wide range of techniques. One of
the most prominent, both historically and
in current practice, involves cooling a vis-

cous liquid below its thermodynamic freez-
ing point, through a metastable super-

cooled regime, and finally below a "glass
transition" temperature Tg. A qualitative
understanding, at the molecular level, has
long been available for materials produced
by this latter preparative sequence; how-
ever, many key aspects of a detailed quan-

titative description are still missing. For-

tunately, focused and complimentary ef-
forts in experiment, numerical simulation,
and analytical theory currently are filling
the gaps.

The present article sets forth a descrip-
tive viewpoint that is particularly useful for
discussing liquids and the glasses that can

be formed from them, although in principle
it applies to all condensed phases. Concep-
tual precursors to this viewpoint can be
found throughout the scientific literature
(1), but most notably in the work of Gold-
stein (2). The objective here is to classify
and unify at least some of the many static
and kinetic phenomena associated with the
glass transition.

SCIENCE * VOL. 267 * 31 MARCH 1995

Interaction Potentials

Condensed phases, whether liquid, glassy,
or crystalline, owe their existence and mea-

surable properties to the interactions be-
tween the constituent particles: atoms, ions,
or molecules. These interactions are com-

prised in a potential energy function
(r, rN) that depends on the spatial
location ri for each of those particles. The
potential energy includes (as circumstances
require) contributions from electrostatic
multipoles and polarization effects, cova-

lency and hydrogen bonding, short-range
electron-cloud-overlap repulsions and long-
er range dispersion attractions, and in-
tramolecular force fields. Obviously, the
chemical characteristics of any substance of
interest would substantially influence the
details of (D. Time evolution of the multi-
particle system is controlled by the interac-
tions, and for most applications of concern

here the classical Newtonian equations of
motion (incorporating forces specified by
(D) provide an adequate description of the
particle dynamics.

In order to understand basic phenome-
na related to supercooling and glass for-
mation, it is useful to adopt a "topograph-
ic" view of 'D. By analogy to topographic
maps of the Earth's features, we can imag-
ine a multidimensional topographic map

showing the "elevation" (ID at any "loca-

tion" R (r1 rN) in the configuration
space of the N particle system. This simple
change in perspective from conventional
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