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a b s t r a c t

In 1913 Debye devised a relaxation model for application to the dielectric properties of
water and alcohols. These hydrogen-bonded liquids continue to be studied extensively
because they are vital for biophysical processes, of fundamental importance as solvents
in industrial processes, and in every-day use. Nevertheless, the way to a microscopic
understanding of their properties has been beset with apparently conflicting observations
and conceptual difficulties. Much of this remains true for water, but fortunately the
situation for monohydroxy alcohols is different. Here, with the experimental progress
witnessed in recent years and with the growing recognition of the importance of specific
supramolecular structures, a coherent microscopic understanding of the structure and
dynamics of these hydrogen-bonded liquids is within reach.
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1. Scope

Hydrogen bonds with their ability to break and reform even under ambient conditions play an eminent role for
countless physical, chemical, and biological processes. The consequent formation of supramolecular structures in, e.g., water,
monohydroxy alcohols, and proteins as well as its impact on the dynamics of these substances are the subjects of scientific
debate since long. In this review the focus is on monohydroxy alcohols whose properties are not as anomalous as those
of water and yet not as complex as those of typical bio-macromolecules. Nevertheless, it may be hoped that microscopic
insights into the physical mechanisms governing the macroscopic behavior of monohydroxy alcohols will facilitate to
understand the behavior of other hydrogen bonded liquids as well.

A view on earlier studies of monohydroxy alcohols, see Section 2, demonstrates the lack of consensus on how their
structure and in particular their dynamics are to be understood from a microscopic standpoint. One of the most prominent
dynamic features that distinguishes monohydroxy alcohols (and water) from most other, even hydrogen bonded fluids is
an enormously strong electrical absorption that appears in addition to the structural relaxation characterizing any liquid.
For decades it was assumed that this additional feature, commonly referred to as Debye (-like) relaxation, is experimentally
detectable only by dielectric spectroscopy and other techniques that are explicitly sensitive to charge fluctuations. With
only a single experimental method considered useful to unravel the nature of a puzzling and seemingly exceptional
phenomenon, in the past many scientific questions regarding monohydroxy alcohols had to remain without a commonly
accepted resolution. However, in view of a number of recent experimental as well as computational advances, and taking
into account some largely overlooked approaches, we are at the verge of seeing a change of this situation.

It seems that never before an attempt was made to provide a broad survey on the field of monohydroxy alcohol liq-
uids. However, Böttcher’s book from the 1970s gives a fairly extensive account of the dielectric work performed on these
interesting substances up to that time [1]. The present review aims at summarizing the results from a wide range of the-
oretical and experimental techniques that have contributed to the current understanding of the structure and dynamics
of (pure) monohydroxy alcohols. Next, in Section 2, we recapitulate some of the ups and downs encountered in the cen-
tury long effort to rationalize the behavior of monohydroxy alcohols on a molecular basis. Section 3 then summarizes var-
ious approaches directed at resolving the supramolecular structure of monohydroxy alcohols. This section includes work
from classical diffraction and inelastic X-ray techniques and it also gives a brief survey on some of the molecular dynamics
and Monte Carlo simulations that have significantly contributed in this respect. Then, a number of macroscopic features
of monohydroxy alcohol behavior is reviewed, e.g., with a focus on their thermodynamic (Section 4), dielectric (Section 5),
molecular transport, and viscoelastic (Section 7) properties. Also optical techniques were particularly successfully exploited
to unravel details related to, e.g., local bonding and molecular reorientation of monohydroxy alcohols (see Sections 6 and
9). The supramolecular behavior of monohydroxy alcohols is intimately connected to the structure at and the dynamics
of the association mediating hydroxyl group. Therefore, techniques such as nuclear magnetic resonance (Section 8), vibra-
tional spectroscopy (Section 9), as well as X-ray absorption and emission (Section 3.2) that allow one to probe this function
selectively is also given particular attention.

It will become obvious that neat monohydroxy alcohols with their enormous molecular variability regarding length
and branching of the alkyl chain, position of the structure inducing hydroxyl group, etc., represent a fertile testing
ground for ideas directed at understanding their physical properties and of hydrogen bonded liquids in general. Mixing
monohydroxy alcohols with other substances, while often highly relevant in technological applications and sometimes
useful for suppressing the crystallization tendency of neat supercooledmonohydroxy alcohols, typically introduces another
level of complexity without necessarily helping to understand the pure substances better. Therefore, and in order to keep
the present review focused, we will not explicitly deal with monohydroxy alcohol containing mixtures, unless data suitable
to illustrate results of specific experimental techniques are not available for neatmonohydroxy alcohols. Furthermore,many
puremonohydroxy alcohols can alreadybe supercooledwith ease below theirmelting point and thus allowone to study their
dynamics over particularly broad spectral ranges, a circumstance that often facilitates to unravel details of their behavior.
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Fig. 1. (a) Polymer-like hydrogen bonding pattern of monohydroxy alcohol molecules as considered by Oster and Kirkwood. Reprinted with permission
from Ref. [15]. Copyright 1943, AIP Publishing LLC. (b) The ‘‘switch’’ of a hydrogen bond between two monohydroxy alcohol molecules according to Sagal.
Reprinted with permission from Ref. [16]. Copyright 1962, AIP Publishing LLC. (c) The ‘‘dipole inversion’’ mechanism was proposed by Minami et al. to
explain process I in monohydroxy alcohols. In all cases R denotes the molecular alkyl rest.
Source: Reprinted with permission from Ref. [17].
© 1980, AIP Publishing LLC.

Finally, in Section 10 we will briefly address the question whether or not the Debye-like process that appears in several
other (hydrogen-bonded) liquids – including water and secondary amides as well as certain supramolecular polymers and
amorphous pharmaceuticals – should be viewed in full analogy to that in monohydroxy alcohols.

2. Early models, measurements, and . . . misconceptions

The following is a brief collection of ideas that have guided (in some casesmisguided) research onmonohydroxy alcohols.
It should be clear thatwe can focus attention here on only a small fraction of thework done in this area. The present Section 2
is not meant to provide a exhaustive historical survey but it tries to sketch what, in the author’s subjective view, has been
particularly remarkable for the development of the subject covered in the current article.

Most monohydroxy alcohols are strongly polar and excellent candidates for dielectric investigations. Therefore, after
some early dielectric work on monohydroxy alcohols in the late 19th century [2], already in the mid-1920s their frequency
dependent dispersion was studied more thoroughly using this technique [3–8]. In 1929 Peter Debye included the dielectric
response of several monohydroxy alcohols in his famous book Polar Molecules [9] to test the theoretical description of
polarization phenomena that he had developed in 1913 [10]. The Debye model considers liquids as an elastic continuum in
which the dispersed molecules, for simplicity regarded as spheres, perform unrestricted isotropic Brownian reorientation
all with the same time constant [10]. The Debye model, aiming at describing the structural relaxation in liquids, provided
a good description of the main dielectric absorption, as demonstrated in 1929 for 1-propanol [9]. A few years later Girard
found significantly larger dielectric constants of various primary alcohols than for their tertiary isomers and concluded that
‘‘one is forced to accept the existence of . . . association-complexes, especially in view of the fact that the numerical values
of the elementary moments are the same’’ [11].

Peculiar structural correlations in monohydroxy alcohols were indeed then already known from Steward and Morrow’s
1927 X-ray scattering experiments [12]. They identified twomicroscopic length scales in these liquids, one corresponding to
the distance between adjacentmolecules and the other associatedwith the separation between ‘‘planes containing the polar
groups’’. From an analysis of the radial distribution function of several monohydroxy alcohols [13,14], it was soon thereafter
concluded that the polar hydroxyl groups aggregate in linear structures in which ‘‘every hydroxyl group is linked to the
hydroxyl groups of two neighboringmolecules’’ [13]. Taking this insight one step further, Oster and Kirkwood realized that a
strong orientational correlation among neighboring polar groupsmight explain the anomalously large dielectric constants of
monohydroxy alcohols [15]. Using amodel of freely rotating (infinitely long) chains ofmonohydroxy alcoholmolecules these
authors calculated the dielectric relaxation strength of these liquids. The polymer-like association which they assumed for
themonohydroxy alcohols is sketched in Fig. 1(a). Since the estimated dielectric strength byOster and Kirkwoodwas smaller
than experimentally observed, they suggested that in monohydroxy alcohols ‘‘a residual correlation in the orientations of
molecules in different chains’’ may exist [15].

In 1951, Davidson and Cole [18] noted that while the Debyemodel is able to describe the frequency dependent dielectric
loss formonohydroxy alcohols it fails for poly-alcohols thereby confirming earlier observations [19]. Concerning the peculiar
shape of the dielectric spectrum of propanol Davidson and Cole stated that ‘‘the existence of a single relaxation process for
the low frequency dispersion in n-propanol implies that a single unit rather than a linear polymer with a variety of modes
of reorientation is involved’’ [18]. In the same work Davidson and Cole estimated the hydrodynamic volumes for propanol,
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propylene glycol, and glycerol. With the geometrical radii of the three molecules not differing much, propanol’s hydrody-
namic volume turned out to be more than 1000(!) times larger than for the poly-alcohols. This finding was in agreement
with previous observations by Girard and Abadie who reported that ‘‘a value different from the real value to the radius of
the molecule’’ is required to achieve agreement of the calculations using Debye’s model with experimental results [20].

In the early 1970s it became clear that while the earliest experiments on monohydroxy alcohols seemed to substantiate
Debye’s relaxation model, in view of the general observation of an exponential polarization response in monohydroxy
alcohols, this agreement was ‘‘fortuitous’’ [21]. Dannhauser and Flueckinger judged that the Debye model might not really
be applicable for monohydroxy alcohols because ‘‘either unrealistic molecular radii or an empirical microviscosity had to be
invoked to achieve agreement’’ [21]. Section 7.1 provides current views on ‘microviscosity’.

In the footsteps of Girard [11] and in harmony with other observations [11,22], in the mid-1960s Dannhauser and Jo-
hari [23–28] and later Vij et al. [29,30] emphasized that the overall dielectric strength of monohydroxy alcohols depends
strongly on the molecular branching and the positioning of the hydroxyl group. Dannhauser [23] distinguished two types
of monohydroxy alcohol liquids: The first type of substances, with the OH group in a terminal position which favors large
dielectric constants and that are thought to arise from chain-like molecular association. And the second type, for which
the polar unit is located in a non-terminal, sterically screened molecular site. This situation can give rise to the formation
ring-like structures with very small effective dipole moments.

Obviously, in a study on octanol, Girard and Abadie were the first to identify that in addition to the dominant dielectric
dispersion a weak high-frequency shoulder shows up in monohydroxy alcohols [20]. Later, these two relaxations were
baptized process I and process II [31], respectively, a terminology that will be frequently used in the following. Based
on Perrin’s extension [32] of the Debye model, the appearance of the two distinct relaxations was initially related to the
ellipsoidal shape of the octanol molecule [20]. But Smyth pointed out that if this assumptionwere to hold then the strengths
of the two dispersions should be comparable, at variance with experimental evidence [33].

In liquids themain dielectric absorption corresponds almost ubiquitously to the structural relaxation. The first indication
that in monohydroxy alcohols the process I, the ‘‘Debye loss’’ as Magat has put it [34], might have a different microscopic
origin was provided by Kauzmann in 1948 [35]. When comparing the calorimetric glass transition temperatures with the
temperatures at which the polarization fluctuations of various supercooled liquids fall out of equilibrium he noted that ‘‘in
all examples except possibly 1-propanol a reasonable extrapolation yields dielectric relaxation times of the order of a few
minutes to an hour at the glass-transformation point’’. Later, it was suggested that process I and II are both involved in
the structural relaxation [36]. But a direct comparison of dielectric with modulated heat capacity measurements indicated
that the large dielectric Debye-like process ‘‘is not associated with calorimetric modes’’ [37] within the given experimental
resolution.

Probably startingwith the 1956ultrasonicwork of Litovitz [38,39] itwas believed that (shear)mechanical andmanyother
experimental techniques are unable to probe process I. That this process may not be governed by microscopic flow events
was still essentially confirmed in 2008 [40], a contention that in view of recent experimental evidence may need revision
[41,42]. Nuclear magnetic resonance (NMR) is another method that seemingly had little to say about process I. From
the 1970s on NMR relaxometry was used to study the dynamics in monohydroxy alcohols [43,44], mostly focusing on
aspects related to intramolecular flexibility, see the references in Section 8.2, while efforts to relate the time scales from
NMR with those from dielectric spectroscopy were undertaken only much later [45,46]. Finally, for propanol the time
constants measured via light scattering techniques were compared with those from dielectric spectroscopy [47]. But it
was found that, ‘‘in contrast to typical α-processes’’, process I ‘‘possesses no counterpart signals in the quantities directly
related to structural relaxation like viscosity and density fluctuations’’ and that process II is nothing else but the structural
relaxation [47]. To ‘‘explain why the prominent dielectric peak possesses no mechanical or calorimetric counterpart’’ it was
proposed that ‘‘proton conductivity within reverse micelles could also be made responsible for the dielectric ‘amplification’
or ‘enhancement’ based on the Maxwell–Wagner–Sillars theory of heterogeneous dielectrics’’ [48]. Here, reference was
made to the earlier work of Floriano and Angell who pictured the clustering in monohydroxy alcohols as ‘‘an embryonic
inverse micelle in the case of the n-alkyl alcohols’’ [49].

With the few electro-optical Kerr effect studies on monohydroxy alcohols largely overlooked [50,51] and the solvation
technique applied to monohydroxy alcohols relatively recently [52], see also Section 6, the foregoing remarks show how
the belief could be fueled for a long time that the techniques probing charge fluctuations, notably of course dielectric
spectroscopy, are the only ones sensitive to process I. However, dielectric spectroscopy alone is usually not particularly well
suited to provide detailed insights into the microscopic nature underlying the observed processes. With essentially just a
single experimental method imposing constraints and telling us how we should think about the origins of the dynamical
behavior of monohydroxy alcohols, it is no surprise that scientists have come up with a host of different, often mutually
excluding molecular assignments of processes I and II. A few examples are given in the following.

In 1953, Hassion and Cole proposed that ‘‘the higher-frequency dispersion results from orientations of OR moments
consistent with fixed intermolecular chain-bonding of the OH groups, and the lower from orientations of the OH groups as
their bonding changes’’ [53]. At the same time the idea was advanced that process II is caused by rotation of free or single-
bonded molecules [54]. Two years later an increase in the amplitude of process II upon cooling was reported for several
monohydroxy alcohols, inconsistent with the ‘‘proposal that the second dispersion arises from reorientation of unbonded
molecules, the number of which for any reasonable bond energy would decrease rapidly at the lower temperatures’’ [55].
Also in 1955, Dannhauser and Cole [22] modified the model of Oster and Kirkwood [15] by assuming that monohydroxy
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alcohols are characterized by a temperature dependent distribution of chain lengths. But it was found difficult to rationalize
the single exponential relaxation underlying process I given that ‘‘it would be expected that a wide range of complexes
would occur, leading to a continuous distribution of relaxation times instead of one or two discrete ones’’ [56].

In 1962, Sagal discusses a possiblemechanism for process I inwhich a hydrogen bond between twomonohydroxy alcohol
molecules breaks when another one approaches with its oxygen oriented favorably for a ‘‘switch’’, see Fig. 1(b) [16]. In a
revived variant of this so-calledwait-and-switchmodel the dielectric relaxation time of process I is conceived to be governed
by a change in the orientation of the OH vector (see Fig. 4 of [57]), in other words it ‘‘is mainly determined by the period for
which a dipolar molecule or group has to wait until favorable conditions for the reorientation exist’’ [57]. As an alternative,
Minami et al. [17] proposed that process I stems from a dipolar inversion mechanism in which ‘‘each monomer can perform
successive rotation of theOHgroup around theOC axis’’ and ‘‘after all theOH-groups changes their direction, then the overall
dipole moment of the multimer changes its direction’’, see Fig. 1(c). A concerted motion was obviously not on the mind of
Fragiadakis et al. who described the dynamics underlying process I as ‘‘being internal to the cluster, and thus not involving
cooperative rearrangement ofmanymolecules’’ with the internal motion suggested to be ‘‘the rotation of amolecule around
its chain cluster axis, which would still change substantially the total dipole of the cluster’’ [58].

Yet another model based on fluctuations of the end-to-end vector of associated multimers is due to Levin and Feldman
whoproposed ‘‘that the rotation ofmolecules in the chain produces a change in the distance between its ends andhence in its
dipolemoment’’ and that their model ‘‘would be senseless if τH appeared smaller than τ ’’ [59]. In their work τH and τ denote
the hydrogen bond lifetime and the time constant of process I, respectively. Much earlier, Brot and Magat also suggested
that ‘‘it is the breaking of an H bond that makes possible the orientation of the liberated dipoles’’, and consequently the
characteristic time of process I should correspond to the lifetime of a hydrogen bond [60]. Accordingly, this process ‘‘does
not present any distribution of relaxation times because the lifetime of the H bonds is roughly independent of the size
of the polymer’’ [60]. In 1969 Bordewijk et al. mentioned with respect to process I that ‘‘the theory . . . which . . . states
that breaking of the hydrogen bond is the rate determining step, must be rejected’’ since ‘‘the dielectric properties of the
mixtures can (also) . . . be described bymeans of a single principal relaxation range’’ [61]. However, in 2000 Kalinovskaya and
Vij argue that ‘‘the mechanism of process I is the breaking followed by dipolar reorientation and reforming of the H-bonds
in the intermolecularly H-bonded structure, and process II is that of the orientation of the other dipolar groups, such as the
—OR group’’ [62]. While their second statement was confirmed by NMR [63], regarding their first statement near infrared
temperature-jump experiments on amonohydroxy alcohol indicated that close to the glass transition the effective hydrogen
bond lifetime is similar to the time scale of process II and thus much shorter than the time scale of process I [64]. An
intermediate time scale, between those of process I and II, was identified from the hydroxyl group dynamics as detected
by NMR [65]. This time scale was attributed to the time a particular monohydroxy alcohol molecule is part of a transient
hydrogen-bonded chain.

In view of cooperative effects in hydrogen bonding [66], which means that hydrogen bonds become stronger upon
addition of molecules to an existing hydrogen bonded cluster, Gainaru et al. proposed a ‘‘transient chain model’’ [67]. In
this approach the fluctuations of the end-to-end dipole moment correspond to a ‘‘snakelike motion induced by a successive
loss (or gain) of segments at its one end and a gain (or loss) of segments at its other end’’ [65]. An analytical model in the
spirit of the transient chain model was formulated recently [68], and molecular dynamics simulation provide a framework
to refine some of themain ideas of this approach [69]. Based upon high-field dielectricmeasurements Singh and Richert [70]
stated that a ‘‘rearrangement of the chain structure is observed to occur on the time scale of the Debye process, suggesting
that the Debye peak of monohydroxy alcohols originates from a fluctuation of the net dipole moment . . . on a time scale
that is largely controlled by viscosity’’. Their vision of the relevant fluctuations in monohydroxy alcohols is ‘‘similar to the
model of sequential reorientations ofmolecules in chains developed by Levin and Feldman’’, however, ‘‘these chain structure
changes may in part be promoted by chain scission and recombination of chain fragments’’ [70].

This collection of results demonstrates not only the recent upsurge of research activities in this field, but it also has
made it possible to rule out some of the models and to confirm others so that the views of many scientists finally seem to
convergence.

3. Structure determination

Scattering and simulation techniques are classical workhorses for the elucidation of structural characteristics of liquids
and solids at the microscopic level. While the present article is mostly concerned with the properties of neat monohydroxy
alcohol liquids, it is instructive to recall some structural features of crystalline monohydroxy alcohol solids that were
extensively examined using X-ray and neutron diffraction techniques [71–77]. Quite generally, primary monohydroxy
alcohols display a strong preference to form infinite hydrogen bonded chains, while in secondary monohydroxy alcohols
chains as well as rings can form, and in tertiary monohydroxy alcohols even isolated OH · · ·O bonds were reported if
hydrogen bonds form at all [71]. For monohydroxy alcohols crystal formation including nucleation [78] and crystal growth
attracted recent attention [79]. Also the discussion of polymorphism has been a major issue, e.g., for ethanol which apart
from a glassy and an ordered crystalline state exhibits an orientationally disordered crystal phase. The relaxation dynamics
in the latter phase is quite similar to that of liquid ethanol [80]. Polymorphism was also discussed for 1-butanol which was
believed to form a second frozen liquid phase, the so called glacial state [81].



130 R. Böhmer et al. / Physics Reports 545 (2014) 125–195

Let us now focus attention on liquidmonohydroxy alcohols. First, in Section 3.1 a brief review of literature concerning the
theoretical treatment of the structure of monohydroxy alcohols is given. It includes selected results mainly frommolecular
dynamics (MD) andMonte Carlo simulations. Ab initio techniques directed at modeling structural properties are mentioned
in Section 3.1. But so far ab initio work has found more widespread application in studies of spectroscopic quantities.
Therefore, results from quantum chemical calculations and computer simulations will also be discussed in subsequent
chapters, e.g., on magnetic resonance (Section 8.1) or vibrational spectroscopy (Section 9.1).

After dealing with some theoretical aspects of structure determination in Section 3.1 experimental work is considered.
Section 2 summarizes some of the progress that elastic neutron and elastic X-ray diffraction have made possible to eluci-
date the structural properties of monohydroxy alcohols. Recently, as we will review in Section 0, also inelastic scattering
techniques, mostly using X-rays, has yielded a wealth of information regarding the hydrogen bonding and the supramolec-
ular organization of monohydroxy alcohols. Results from inelastic X-ray and neutron scattering directed at studying diffu-
sional properties (see Section 7.3) or vibrational properties (see Section 9.4) of monohydroxy alcohols are not dealt with in
Chapter 3.

3.1. Computer simulations

Most of the MDwork on monohydroxy alcohols was carried out using classical simulations. In particular, this requires to
treat hydrogen bonding using phenomenological concepts. One should be aware, however, that the problems encountered
here are only one facet of how to define hydrogen bonding with its fascinating complexities in general and to distinguish it
from other types of bonding [82]. In classical computer simulations the covalent aspects of hydrogen bonding are neglected
and replaced by empirical constraints that are considered useful to provide an approximate description [83]. Without going
into detail regarding the role played by hybridization effects and oxygen’s lone pairs in the formation of hydrogen bonds,
let us just note that the use of geometrical constraints is most popular [84], e.g., one may assume that a hydrogen bond is
formedwhen theO–H. . .O angle iswithin∼35° of being linear and the length of theO-to-O bonds does not exceed∼0.35nm.
The choice of the given numbers is to some extent arbitrary and differences in cluster sizes, topologies, etc. that have been
reported from different MD simulations may in some cases simply result from different hydrogen bond definitions. As an
alternative it was suggested to apply topological constraints [83] or constraints regarding the interaction energy of the
potential hydrogen bonding partners [85]. However, a general consensus regarding an optimal criterion for judging when a
hydrogen bond is to be considered closed does obviously not exist so far.

A number of empirical potentials were devised at different levels of coarse graining in order to be able to simulate large
systems efficiently. Many MD investigations on monohydroxy alcohols were carried out using Jorgensen et al.’s OPLS (op-
timized potential for liquid simulations) force fields [86] in their all-atom or united-atom (UA) variants [87–97]. To model
structural data TraPPE—UA (transferable potential for phase equilibria — united atom) and other force fields were used,
mostly in conjunction with Monte Carlo simulations [98–103].

In an effort to overcome problems faced when trying to describe hydrogen bonding in monohydroxy alcohols properly
ab initio approaches appear to be better suited. However, due to extensive computational demands only very small
molecules are currently tractable with the inclusion of intramolecular flexibility presenting another complicating factor.
Therefore, hybrid approaches are increasingly used inwhich quantumchemical strategies are combinedwithMD techniques
[104–106].

Let us now briefly discuss the prototypic topologies and the typical sizes of the supramolecular clusters in monohydroxy
alcohols thatwere identified from computer simulations. The basic associationmotifs are chain-like and ring-like structures,
as depicted in Fig. 2(a) and (b), respectively [95]. Amore visually appealing impression of chain-like clustering can be gained
from Fig. 2(c) which represents a snapshot fromMD simulations of 1-octanol [95]. Branching of hydrogen bonds, which can
lead to lasso-like supramolecular patterns, is usually not considered to be particularly important. For linear alcohols larger
than ethanol, MD simulations suggested that the fraction of three-coordinated molecules is <5% [94]. Furthermore, from
an MD study of the radial distribution function, gOO(r), on 54 linear and branched alcohols the mean coordination number
ZOO = 4πρ


gOO(r)r2dr was calculated by integration over the first oxygen’s coordination shell [96]. Here ρ is the liquid’s

molecular number density. All ZOO values reported in [96] are slightly smaller than 2, indicating that the fraction of free, non-
bonded molecules is small (if not compensated by the occurrence of branched bonds), but still leaving open the question
whether linear or cyclic structures prevail.

It is generally found that the majority of molecules form chain-like aggregates and for liquid methanol it was suggested
that adjacent chains even display a tendency for parallel arrangement [87]. But the percentage of molecules that are
identified to occur in cyclic structures varies widely [98]. The reported fractions of ring-like aggregates range from some
10% (from 12% for ethanol to 27% for hexanol [100] or even larger [107,108]) to values less than 4% (from 0.3% for methanol
to 3.6% for octanol [93]). Clearly, these numbers do not only depend on the size and branching of themonohydroxy alcohol’s
alkyl chain but also on modeling details and the hydrogen bond criteria used to analyze the simulations. Similarly, the
length of the linear aggregates as estimated from different simulations also vary. Early MD simulations reported that typical
hydrogen bonded chains comprise of the order of 10 molecules [84,87].

More recent studies often present histograms for the cluster size distributions of monohydroxy alcohols [94,98,100,101].
For different alkyl chain lengths and across different simulations by and large rather similar results for these distributions
are obtained. An example for methanol and propanol for two different weightings is shown in Fig. 3. This plot gives the
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Fig. 2. Schematic representation of (a) ring-like and (b) chain-like association in models of monohydroxy alcohols. As highlighted by the dotted lines, the
polar cores display (a) a more spherical or (b) a more prolate shape. The dashed lines indicate that the degree of interdigitation of the carbon chains is more
pronounced when linear chains form. (c) Snapshots of a simulated hydrogen-bonded cluster of 1-octanol. The carbon chains are represented as yellow
lines, the hydroxyl groups are colored in red. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of
this article.)
Source: Adapted with permission from Ref. [95].
© 2002, American Chemical Society.
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probability (i) that a randomly chosen cluster is formed by nmolecules (on the left) or (ii) that a randomly chosen molecule
is a member of a cluster formed by nmonomers (on the right). One recognizes that both these distributions are very broad.

3.2. Static structure factors and prepeaks from diffraction experiments

There is a large number of X-ray diffraction studies dealing with monohydroxy alcohols, see, e.g., [12,14,100,109–116].
Of course, also neutron diffraction was extensively applied to study structural details of methanol [117–123], ethanol
[93,124,125], propanol [126–130], and butanol [131–135]. Naturally, the prime goal of these studies on monohydroxy
alcohols was to unravel the most likely intramolecular conformations, the intermolecular arrangements, coordination
numbers, etc. Generally, the intermolecular O · · ·O distances were found in the 2.7. . .2.8 Å range and an average number of
up to two hydrogen bonds per molecule was reported, see, e.g., the compilations in [96,136].

Fig. 4 presents typical total scattering structure factors, S(Q ), for methanol, ethanol, and propanol covering a relatively
large range of momentum transfers, Q . The experimental results are (a) from neutron or (b) from X-ray diffraction, see [151]
and the references cited therein. At first glance, the neutron and X-ray data look very similar, despite the fact that fully
deuterated alcohols were used in this neutron work while fully protonated species were employed for the barely proton-
sensitive X-ray scattering.

In order to unravel structural details neutron diffraction has themajor advantage that the (coherent aswell as incoherent)
scattering lengths of protons and deuteron are rather different. Therefore, in principle, all partial structure factors, SXY (Q ),
relating to two kinds of atoms X and Y , e.g., SOH(Q ) and SOO(Q ), and the associated partial radial distribution functions
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Fig. 4. Total scattering structure factor S(Q ) (a) from neutron diffraction and (b) from X-ray diffraction. Data are shown as circles for methanol (bottom
curves), ethanol (middle curves), and propanol (top curves). The lines represent modeling via reverse Monte Carlo calculations. Some data are shifted
vertically for visual clarity.
Source: Reproduced by permission of IOP Publishing from [151].
© 2010, IOP Publishing, all rights reserved.

can be accessed experimentally. This approach was indeed applied to study up to 7 methanol isotopomers or isotopic
mixtures, some of the latter chosen such that [137] they exhibit zero coherent scattering length with respect to specific
atomic sites [118]. In a study dealing with liquid ethanol even up to 10 partial structure factors were measured [119]. On
the one hand, it may be argued that not all of these partials may be needed to address a given question regarding the
microscopic structure of monohydroxy alcohols. On the other hand, the isotope substitution approach has practical as well
as fundamental limitations. On the practical side, 10 partial structure factors are required for a complete description of
methanol, 21 for ethanol, and already 36 for propanol. This may rationalize why neutron diffraction was barely applied in
studies of monohydroxy alcohols featuring more than four carbon atoms.

On the fundamental side, bond lengths, librational motions, and the hydrogen-bonded chain structure of monohydroxy
alcohols (cf. Fig. 2) were found to change slightly upon H/D substitution [121]. For instance, for methanol the bond lengths
were probed using X-ray [121,122] as well as using neutron scattering [138] and it turned out that the intramolecular C–O
andO–Hbonds shorten upon deuteration. For intramolecular distances the changeswere found smaller (2%. . .5%) than at the
intermolecular level (5%. . .8%) and effects up to 20% were reported to occur at∼200 K [121]. It was suggested to represent
some of these quantum effects by (phenomenological) temperature shifts. In view of the diminishing importance of isotope
effects seen in the transport coefficients of alcohols with longer alkyl chains (see Section 7.3), one may expect that also
the impact of these quantum effects on structure decreases when going from methanol to ethanol to propanol etc. In a
neutron study on ethanol it was stated that ‘‘the magnitude of the quantum effects are assumed to be below the limit of the
experimental error of the technique’’ [119].

Returning to Fig. 4 one recognizes that overall the interference patterns, in particular the main peak position near
momentum transfers of Q ≈ 1.5 . . . 2.0 Å, depend somewhat on the alkyl chain length. But the most obvious difference
concerns the so called prepeak appearing in some of the S(Q ) data at Q < 1 Å. It is clearly resolved in the X-ray profiles
except for methanol, barely visible in the neutron data of Fig. 4, but present in other data sets [130]. The prepeak stems
from suprastructure formation via the hydroxyl group. This was directly demonstrated by substituting the OH group in
2-propanol [127] for a halogen atom: In chloro- and bromo-propane a prepeak could not be discerned [139].

From detailed analyses, mainly based on comparisons of experiments with various kinds of simulations, see Section 3.1,
it is clear that the intensity at the prepeak is mainly due to intermolecular O–O correlations. It was clearly stated that
the prepeak ‘‘is bigger in the X-ray than in the neutron curves as the oxygen has a large electronic density around it
and furthermore the local structure arises from oxygen atoms and their hydrogen bonds’’ [140]. Fig. 5(a) reproduces
experimental data of 1-butanol along with simulations which demonstrate that the prepeak is mostly sensitive to the O–O
correlations and that themainpeak is dominatedbyC–C contributions, i.e., by the correlations between thehydrocarbon tails
[100]. However, it was pointed out that even if a prepeak is absent (as, e.g., for tertiary butanol in nanoscopic confinement)
O–O correlations may still exist [135].

An ‘‘inner’’ peak in the structure factor of liquids was probably first observed for monohydroxy alcohols [109], but its
detection is by no means restricted to this class of substances. In the context of inorganic glass formers a prepeak is often
called ‘first sharp diffraction peak’ [141] and has been taken to signify the existence of medium range order. Prepeaks
were detected for numerous hydrogen bonded liquids [142–145] including water [146] and even for a van der Waals
glass former [147]. Moreover, prepeaks were observed in polymers tending to display a phase separation (e.g., of a polar
backbone from nonpolar side groups) on the local scale [148,149]. For monohydroxy alcohols, one may rather conceive a
reverse organization of hydrogen bonded clusters featuring a hydrophilic (hydroxyl rich) core and a hydrophobic (alkyl rich)
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Fig. 5. (a) Experimental scattering intensity Iexp(q) of 1-butanol (circles) compared with calculated contributions: ICHx(q) (alkyl–alkyl correlations, short
dashed line), Io(q) (hydroxyl–hydroxyl correlations, solid line), and H(q) (alkyl–hydroxyl cross term, short dash-dotted line). The dotted line represents
the sum of all these partial contributions. (b) From bottom to top the symbols represent experimental scattering data of ethanol, 1-propanol, 1-butanol,
1-pentanol, and 1-hexanol, shifted upward for visual clarity as indicated. Calculations are shown as solid lines.
Source: Reprinted with permission from Ref. [100].
© 2007, American Chemical Society.

exterior, see, e.g., Fig. 2(b). In that sense the prepeak can be viewed to yield information on the intercluster correlations or
the cluster–cluster segregation [134].

With increasing chain length the position of the prepeak, Qmax, shifts to lower momentum transfers, as clearly seen in
Fig. 5(b). For linear alcohols larger than propanol an approximate linear relationship between 1/Qmax and the number of
carbon atoms was found [109,114]. However, the position of the prepeak, relative to that of the main peak of the structure
factor, depends also on the branching of the hydrocarbon chain and the position of the OH group. When calculating the
effective chain lengths of monohydroxy alcohols [14] these isomeric effects have to be taken into account.

It is of considerable interest to learnmore about the supramolecular structure ofmonohydroxy alcohols. Are rings, chains,
or branched motifs prevalent; how large are these, etc.? But unfortunately, the determination of supramolecular structures
from X-ray or neutron diffraction patterns is by no means unique, even if one combines results from both scattering
techniques [150,151]. Leaving aside a discussion of the many experimental challenges one faces in this context, the residual
ambiguity in superstructure determination mainly arises because modern interpretations of diffraction patterns require
detailed comparisons with structural models. Yet, rather different structural models can yield essentially indistinguishable
diffraction patterns. Furthermore, a priori it is not clear which kind of computational strategies are the most appropriate
ones for structural modeling. For instance, is modeling in terms of reverse or configurational bias Monte Carlo techniques,
or of effective potential structure refinement to be preferred? Do all-atom or united-atom approaches yield more reliable
results? Should the analyses be combined with classical or with quantum mechanical MD simulations?. . .

So far, diffraction methods did not allow for an unambiguous resolution of the questions just raised regarding several
aspects of supramolecular organization in monohydroxy alcohols. However, major steps forward in this directions have
become possible using the inelastic X-ray scattering techniques that are dealt with next.

Hydrogen bonding and supramolecular structure probed by inelastic X-ray scattering

With the advent of highly brilliant synchrotron radiation sources inelastic X-ray scattering has become more or less
routine [152]. Modern X-ray techniques are well suited to unravel structural changes taking place at the sites of the
intermolecular hydrogen bond partners. Later in this section, wewill review results that have been obtained using Compton
scattering [153], but first techniques exploiting oxygen’s K-edge will be dealt with. The K-edge of oxygen is highly sensitive
to the local oxygen environment, i.e., just where needed to find out whether changes in hydrogen bond length, cooperative
effects, or non-conventional phenomena such as bond bifurcations are at stake. It turns out that K edge spectroscopy of the
oxygen-bonded carbon atom (or other carbons) is well suited to address these issues.

X-ray (near-edge) absorption spectroscopy (XAS or XANES, also termed EXAFS = extended X-ray absorption fine
structure) involves (resonant) excitation near and up to about 20 eV above the absorption threshold in order to gather
information regarding the unoccupied density of states (DOS) of those electrons involved in the absorbing atom’s chemical
bonds [154,155]. Using X-ray emission (or fluorescence) spectroscopy (XES), on the other hand, one is sensitive to the
occupied electronic DOS of the atom’s bonds [156,157]. With oxygen’s K-edge located near energies of 530 eV [158] one
operates in the regime of soft (<1 keV) X-rays that typically suffers from submicron path lengths. This problem can be
circumvented by applying X-ray Raman scattering (XRS), a bulk sensitive method based on non-resonant inelastic X-ray
scattering from core electrons [136].
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Fig. 6. (a) Resonant X-ray emission spectra of pure liquid methanol measured near the K-edge of oxygen for several incoming photon energies obtained
from a tunable synchrotron source. The spectral changes, induced by using different photon energies, suggest that different mixtures of supramolecular
conformations are selectively excited. The dashed lines highlight various emission lines. The corresponding absorption spectrum is shown in the inset.
Calculated emission spectra of (b) ring and (c) chain structures of methanol clusters containing 3–10 molecules are compared with an experimental
emission spectrum.
Source: Reprinted with permission from [156].
© 2005, American Physical Society.

All of these methods can be combined with pump and probe schemes to enable the excitation (e.g., using mid-infrared
to extreme ultra-violet laser pulses) and X-ray detection of dynamical processes with ultrafast (up to femtosecond) time
resolution [159–161]. But we are not aware of the experimental application of such methods to monohydroxy alcohols. For
a discussion of all-optical pump and probe experiments, see Section 9.5.

Let us first turn to soft X-ray experiments. In the inset of Fig. 6(a)we reproduce an absorption spectrumof liquidmethanol
which is assigned to electronic transitions from oxygen’s 1s level to unoccupied states [156]. The emission spectra shown in
the mainframe of Fig. 6(a) were recorded subsequent to excitation at the labeled photon energies. As detailed in [156,157]
the emission lines (E1, E2, and E3) correspond to transitions from the occupied valence orbitals to the core vacancy and the
line intensities reflect the local oxygen p-wave character of the occupied states.

It turns out that ring-like and chain-like structures yield different inelastic X-ray spectra. According to density functional
calculations the most distinctive feature in the emission spectra is that ring structures yield an intensity maximum at an
energy of 526 eV, while chain structures are characterized by a maximum at 527 eV [156,157]. Since the experimental
emission spectra in Fig. 6 (stated resolution 0.2 eV) reflect a superposition of the various supramolecular aggregates, the
double peak feature of the E1 line was interpreted to indicate a coexistence of ring- and chain-like structures [156,157].

To see how such superpositions come about in different kinds of structural motifs, let us look at simulations, now
of absorption spectra which provide similar information than emission spectra. In particular, also absorption spectra
are sensitive to the type of suprastructure, as confirmed by results of explicit calculations shown in Fig. 7(a) for the
three molecules forming a methanol trimer. This figure, taken from [155], illustrates that in chain-type arrangements
distinguishable spectra are obtained depending on whether the respective molecules donate hydrogen bonds (β), that they
accept them (γ ), or that they do both (δ). Furthermore, the spectra all differ from that of the free, monomeric species (α).
Here the Greek letters refer to the nomenclature commonly used in the framework of vibrational spectroscopy, cf. Fig. 47 in
Section 9.1, below. The calculated O orbitals of the molecules in a trimer, i.e., essentially the lowest unoccupied molecular
orbitals (LUMO) of the various species are depicted in Fig. 7(c). Expectedly, in a ring-type cluster the X-ray absorption spectra
are evidently all the same, see Fig. 7(b) [155]. In [156] the difference in the electronic structure of the chain versus ring
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Fig. 7. Calculated X-ray oxygen near K-edge absorption spectra of methanol trimers in (a) chain and (b) ring conformations compared to the monomer
spectrum (top). The spectra of each molecule and the superposed spectra (bottom) are also shown. The vertical lines mark peak positions in the monomer
spectrum. Depending on the chemical state the first resonance peak near 534 eV undergoes major ‘‘chemical-shift’’ changes. This peak is predominantly
due to the anti-bonding σ ∗(O–H) orbital. (c) Visualization of the excited orbitals corresponding to the peak near 534 eV. The blue and gray shading indicates
different lobes of the LUMO. From left to right the trimer molecules correspond to β , δ, and γ species in terms of the nomenclature common in vibrational
spectroscopy. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Source: Reprinted with permission from [155].
© 2008, AIP Publishing LLC.

conformations was pinpointed by emphasizing that ‘‘the molecular orbitals of chains are strongly localized, whereas for
the ring structures they show strong delocalization characteristics and behavior like covalent π orbitals in a conjugated
system’’. Interestingly, as revealed by Fig. 6(b) and (c), the simulated emission spectra even depend sensitively on the number
of molecules that form either ring- or chain-type structures and a similar sensitivity has been documented for near-edge
absorption spectra [154].

When performing the Raman variant of these experiments, XRS, the incoming high-energy photons are inelastically
scattered and only a small part of their energy excites an electron from an inner shell to an empty state. Using oxygen’s
K-edge, this again allows one to study the unoccupied electronic DOS and thus to unravel details of the chemical bonding
of the hydroxyl group of monohydroxy alcohols. The rather low cross section for this scattering process (nowadays
counterbalanced by virtue of intense synchrotron radiation sources) depends on the momentum transfer Q . Thus, by
performing experiments at various Q , contributions to the DOS with different symmetries can be mapped out. It turns out
that near the oxygen K edge, only s- and p-type partial densities of unoccupied states (s-DOS and p-DOS) are relevant [136].
It has been stated that near the edge the p-DOS is directly comparable to the X-ray absorption spectrum [136].

In Fig. 8(a) and (b) we show XRS spectra of methanol as measured at two different momentum transfers, Q = 3.2 Å−1

and Q = 9.2 Å−1, respectively. Panel (c) shows the s-DOS and panel (d) the p-DOS calculated from these spectra. The main
characteristics of the s-DOS is a single peak dominating the pre-edge feature in the high-Q spectrum, Fig. 8(b). The s-type
contribution, which corresponds to the LUMO, is only weakly developed in the low-Q XRS spectrum which thus indeed
looks very much like the p-DOS.

Similar observationsweremade for ethanol and various isomeric species of propanol and butanol [136].When comparing
the spectra of these monohydroxy alcohols with each other it was found that chemical differences are reflected more
sensitively in the high-Q spectra [136].

Let us now turn to Compton scattering [162], a non-resonant X-ray scattering technique permitting one to resolve
changes in (hydrogen) bonding geometrieswith sub-Angstrom resolution. The basic quantitymeasured using this technique
is the Compton profile, J(q), as a function of a momentum variable q. Taking into account the experimental parameters
(i.e., the energy of the incident and of the scattered photons as well as the scattering angle) J(q) is essentially given by the
cross section for inelastic scattering of photons that transfer a large energy and momentum to the electrons of the target.
For the isotropic systems that we deal with in the present context, the Compton profile, J(q) =


∞

|q|


Ω


N(p⃗)


dΩ p dp, is

given by the time-averaged electronic momentum density of the liquid integrated over momentum p and the solid angle
Ω . On the theoretical side, the normalized Compton profile (


∞

−∞
J(q) dq = Z , with Z denoting the number of electrons in

an alcohol molecule) can be computed by summing over the Fourier-transformed single-particle electron wave functions
or, more precisely, the occupied ground-state orbitals. In the present context it is important to recognize that hydrogen
bonding impacts on the distribution of electronic charges in the sample and thus on the corresponding wave functions and
momentumdensities of the bondedmolecules [163]. Thus, variations in the intra- aswell as in the intermolecular geometries
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Fig. 8. Oxygen K edge XRS spectra of methanol measured near room temperature at (a) Q = 3.2 Å−1 and (b) Q = 9.2 Å−1 . For the experiments the
analyzer energy was fixed at 9.68 keV and the incident photon energy was varied. Shaded areas in (a) mark (1) pre-edge, (2) main-edge, and (3) post-edge
regions. (c) s-DOS and (d) p-DOS contribution extracted from the experimental spectra. Vertical lines mark the peak position of the non-dipole type (s-)
DOS.
Source: Adapted with permission from [136].
© 2010, American Chemical Society.

of the bonding partners lead to changes in J(q). On the practical side, it is often useful to consider differences in Compton
profiles, ∆J(q), from spectra taken at different temperatures [164] or for different samples [165] under otherwise identical
experimental conditions, with the goal to minimize systematic measuring errors.

To illustrate the kind of information that can be expected from ∆J(q), in Fig. 9 calculated difference Compton profiles
are shown for a cluster in which an ethanol molecule is solvated by six water molecules [165]. Panel (a) reveals that an
elongation of a single intramolecular O–H bond by 0.01 Å (i.e., on the 10−2 level) changes ∆J(q→ 0)/J(0) by about 10−4.
An elongation of an O–H bond can for instance be induced intermolecularly, if the hydrogen bondwhich the hydroxyl group
may form is strengthened, e.g., by making the hydrogen bond more linear which in turn leads to an increase of the O · · ·O
distance. Thus, shortening this distance should reverse the sign of ∆J(q → 0), an expectation which is confirmed by the
calculations shown in Fig. 9(b) for anO · · ·Ocontraction, again on the 10−2 level. The other piece of information obvious from
∆J(q) is the ‘‘wavelength’’ inferred from its q dependence. Due to the Fourier relationship noted above, a longer wavelength
∆J(q) signals a stronger spatial localization of the electronic charge density near the nuclei. The results are typically given on
the atomic unit scale of momentumwith 1 a.u. corresponding to h̄/a0 ≈ 2.0× 10−24 kg m/s and a0 denoting Bohr’s radius.

It was found experimentally that the J(q) profiles of branched alcohols display a shorter-wavelength oscillation than the
linear species [163]. From the results depicted in Fig. 9(b) a larger delocalization of the electronic charge for the branched
alcohols was thus inferred and tentatively ascribed to increased intramolecular interactions with respect to the situation
in linear alcohols [163]. An intermolecular origin of this effect was not found likely because density-functional calculations
suggested that the narrowing of the Compton profile is independent of whether the branched alcohols are hydrogen bonded
or not [163].

To conclude this chapter, let us point out that there is a formal relationship which connects the Compton profile via the
expectation value of the kinetic electron energy to the configurational enthalpy, Hconf ≈ 3


∞

0 q2J(q) dq [164]. This equation
has been exploited to estimate the configurational contribution to the heat capacity of hexagonal ice [164].

4. Thermodynamic aspects

In simple liquids, the calorimetric signature of the glass transition in a differential scanning calorimetry (DSC) experiment
is a step fromCglass

p toC liquid
p , whichusually amounts to a change by a factor of two, i.e.,C liquid

p ≈ 2Cglass
p . The onset temperature

of this increase defines the calorimetric glass transition temperature, Tg,cal, if a standard heating rate, e.g., 20 K/min, is used.
This value of Tg,cal is in most cases very close to the kinetic glass transition temperature, Tg,kin, if defined by the kinetic
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Fig. 9. Effects of (a) intramolecular and (b) intermolecular changes of bond lengths. Adapted from Ref. [165] with permission. Copyright 2011 by American
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Source: Reprinted with permission from [163].
© 2009, AIP Publishing LLC.

criterion τα(Tg,kin) = 100 s. In the case of monohydroxy alcohols, the Cp step height also amounts to a factor of about two.
However, the coincidence of Tg,cal and Tg,kin is not observed for these alcohols, if the kinetic Tg is based upon the prominent
dielectric polarization process. The first mention of this discrepancy may have been Kauzmann’s review [35], see Section 2.

A systematic study of the comparison between calorimetric and kinetic glass transition temperature has been performed
by Murthy [166], based upon the recognition of two dynamic processes (labeled ‘I’ and ‘II’ in the order of increasing peak
frequency) that both follow a super-Arrhenius type temperature dependence typical of glass-forming liquids. The activation
graphs for several monohydroxy alcohols suggest that the smaller and faster of the twomodes, process II, is more similar in
behavior to the α-process of non-associating liquids. Of the two kinetic processes involved, Tg,kin-I and Tg,kin-II, the latter was
found to be more consistent with the calorimetric counterpart, Tg,cal. A more recent analogous study on a series of isomeric
octanols arrived at the same conclusion [167], based upon calorimetric Tg valueswhich deviated from an earlier report [168].
The problem inherent in this comparison is that Tg,kin-I and Tg,kin-II are too close together relative to the uncertainties of the
Tg values to generate a decisive result if only a single or very fewmonohydroxy alcohols are considered. On the other hand,
the differences Tg,cal − Tg,kin show different signs for process I and II in a very systematic manner [169]. This is depicted in
Fig. 10 for a number of alcohols in comparison to other liquids. Pairs of calorimetric Tg’s that were assumed to correlate with
process I and II for five monohydroxy alcohols have been reported by Murthy and Nayak [36], but such a scenario had not
been confirmed otherwise.

A different approach to assessing the kinetic glass transition of process II is through an analysis of the dynamics governing
the DSC curve, Cp(T ), which, in principle, contains the information of the temperature dependent structural relaxation near
Tg, as the enthalpy relaxation competes with the scan rate q = dT/dt . A common approach to analyzing such DSC curves is
the Tool–Narayanaswamy–Moynihan (TNM)model [170]. Because a sample falls out of equilibrium during such a DSC scan,
the enthalpy relaxation times depend on both temperature and structure (or fictive temperature), τ = τ(T , Tf). In the TNM
approach, the so-called non-linearity parameter, x, partitions the dependence of τ on T and Tf. As an adjustable parameter,
x is a main source of uncertainty in applying this model. Examples of such calculations are given by Murthy and Tyagi [171]
and later by Wang et al. [169], again indicating that process II is consistent with the enthalpy relaxation result of the DSC
scan. The advantage of this method over comparing Tg,kin and Tg,cal values only is that also the relaxation time dispersions
are involved, a quantity regarding which processes I and II differ considerably. While process I is of the Debye type with a
stretching exponent β > 0.95, cf. Eq. (4), below, process II displays the dispersion typical of structural relaxation in viscous
liquids, with β ≈ 0.5. Accordingly, the TNM fits are seen to be more compatible with dispersive structural relaxation, and
less consistent with a Debye type nature of the α-process. If the highest amplitude dielectric signal of these monohydroxy
alcohols were regarded as a signature of structural relaxation, a Debye type character of the α-process would be expected.

A drawback of the above mentioned comparison of the calorimetric onset temperature with a kinetic criterion regarding
dielectric relaxation is that the latter is an equilibrium measurement at a well defined temperature, while the former is
not. A straightforward analysis of such data is possible only with a robust model of non-equilibrium relaxation behavior,
which is not available. An added source of uncertainty in a Tg,cal versus Tg,kin study is the possibility of some alcohols changing
supramolecular configurationswith temperature, which affects a DSC trace and thus Tg,cal butwithout a concomitant impact
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Fig. 10. The calorimetric and kinetic glass transition temperatures of generic (solid triangles) and Debye-type (α: open triangles, D: diamonds) liquids,
shown as Tg,kin − Tg,cal and Tg,kin versus Tg,cal in the main figure and inset, respectively. All Tg,cal ’s are based on cooling/heating rates q = −/+ 20 K/min,
and Tg-kin ’s on isothermal dielectric measurements using Tg = T (τg = 100 s). The generic liquids are: decalin, 2-ethylhexylamine, 3-methoxy-
1-butanol, propylene carbonate, propylene glycol, di-n-butyl phthalate, decahydroisoquinoline, glycerol, 2,4-pentanediol, 2-ethyl-1,3-hexanediol and
ortho-terphenyl. The Debye-type liquids are: 2-methyl-1-butanol, 2-ethyl-1-butanol, 3-methyl-2-pentanol, 2-ethyl-1-hexanol, 5-methyl-2-hexanol, and
4-methyl-3-heptanol. Both lists are given in the order of increasing Tg,cal .
Source: Adapted from [169].

Fig. 11. Loss components ε′′ and C ′′p for 2E1H versus temperature, both measured at a frequency of ν = 10 Hz. The C ′′p curve is shifted arbitrarily along
the ordinate scale. The dashed lines separate the dielectric signal into the Debye (I) and non-Debye (II) contributions.
Source: Adapted from [37].

on isothermal kinetics results [172]. As a consequence, a more meaningful comparison between enthalpy relaxation and
dielectric polarization is obtained using dynamic heat capacity data, i.e., confined to the reversing contribution to heat
capacity [173]. These issues are avoided in the measurements of C ′p(ω) and C ′′p (ω) at a constant temperature T , which can
be compared more directly with ε′(ω) and ε′′(ω) at the same T , as both quantities are obtained in equilibrium. The result of
such an experiment has been reported by Huth et al. [37] for 2-ethyl-1-hexanol.

The comparison of C ′′p (T ) with ε′′(T ), both recorded at the same frequency of ν = 10 Hz, is reproduced in Fig. 11. Clearly,
there is practically no contribution to C ′′p (T ) in the temperature range from 165 to 190 K, in which the prominent dielectric
Debye peak appears. However, the peak of C ′′p (T ) does coincide with the ε′′(T ) signature of process II, seen in the 145–155
K range. As a result, a model of this Debye process needs to be consistent with a heat capacity contribution at the Debye
frequency that is negligible within the experimental resolution, see Fig. 11.

The exceptional behavior of supercooled monohydroxy alcohols is also manifested in experiments that can be viewed as
‘reverse calorimetry’ [174], where a relaxation process is initiated by the influx of energy via absorption from the external
electric field, E0 sin(ωt). As in nonresonant dielectric hole burning [175–177], the power is spectrally selective, i.e., most
pronounced for modes whose relaxation time constants τ match the frequency ω of the applied electric field (τ ≈ 1/ω).
The effect of the extra energy accumulated by thesemodes is a change in the fictive temperature Tf that can be calculated on
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Fig. 12. Arrhenius plot of 2E1H (left ordinate axis) and of (2E1H)0.5(2E1Br)0.5 (right ordinate axis). The full and the open circles represent τD and τα ,
respectively, from dielectric equilibrium measurements. The lines are fits using the Vogel–Fulcher law, see Eq. (12), below. The stars represent time
constants from aging, ⟨τage⟩, determined from the isothermal dielectric loss curves shown in the inset. The error bar indicates the variation limits for ⟨τage⟩
between the equilibrium (linear) relaxation times at the temperatures before and after the T -jump, τinitial (T = 129.5 K) < ⟨τage⟩ < τfinal (T = 127 K).
Source: Reprinted with permission from [187].
© 2012, AIP Publishing LLC.

the basis of the power (∝ε′′E2
0), the heat capacity, and the relaxation time τ [176,178,179]. As the change of Tf impacts the

relaxation time constant τ , the result of energy absorption can be monitored via the concomitant change in the loss ε′′ or
dissipation factor tan δ. For simple, non-Debye type liquids, the hallmark of spectral selectivity and thus of the heterogeneous
nature of the dynamics is the observation that the initial rate of change is proportional to the peak frequency of the mode
that matches the frequency of the sinusoidal electric field. Experimental access to the time-resolved effects is accomplished
by the application of a sinusoidal field which is subject to a considerable increase in amplitude at time zero. As a result, the
power is negligible for time t < 0, and for t > 0 the value of tan δ is obtained for each subsequent period separately by
Fourier analysis [180,181]. In essence, this method is a measurement of the time scale of enthalpy relaxation (τT) associated
with a mode of a certain dielectric relaxation time (τd), with the value of τd determining its rate of energy absorption via its
spectral position relative to ω.

For simple, non-Debye type liquids, it has been observed repeatedly that the values of dielectric and enthalpy relaxation
times are virtually identical, i.e., τd = τT [182]. For monohydroxy alcohols, however, the change in tan δ that is associated
with τT is much faster than the dielectric time τd [181–183]. A typical example for this situation is depicted in Fig. 29,
below, where the dashed line indicates the curve expected for τd = τT, whereas the data indicates τd ≥ 100τT. As for the
results based upon standard calorimetry, these high-field dielectric experiments confirm that structural relaxation is more
consistent with the time scale of process II, instead of matching the value of τd of the Debye peak labeled process I.

It should be noted that high electric fields impact the configurational entropy of a liquid via Scfg (E) = Scfg (0) +
(∂εs/∂T ) E2ε0/2 [184], with the direction of field induced changes depending on the type of liquid (type I if ∂εs/∂T < 0
and type II if ∂εs/∂T > 0) [185]. For the majority of liquids including many alcohols, the property of ∂εs/∂T < 0
results in a field induced reduction of Scfg, and via the Adam–Gibbs relation [186], ln τ = A + C/


ScfgT


, in an increase

of relaxation times with A and C denoting phenomenological constants. The high-field dielectric experiments described in
the present Section 4 consistently lead to reductions of relaxation times [183], suggesting that the field-induced increase in
configurational temperature outweighs the decrease in entropy.

Another technique of monitoring genuine structural relaxation is by a physical aging experiment, regardless of which
quantity is used to follow the progress of aging (e.g., volume, enthalpy, dielectric permittivity, mechanical properties, etc.).
Provided that the time scales of peak I and II are sufficiently separated, one can discriminate which of the two processes is
associated with the aging process and thus with structural relaxation.

The mixture of 2-ethyl-1-hexanol and 2-ethyl-hexylbromide is an ideal candidate for such an aging based experiment,
as the peaks I and II display a pronounced spectral separation near Tg, with peak I being more intense and thus more clearly
characterized than in the case ofmost puremonohydroxy alcohols. Fig. 12 demonstrates that the time scale of physical aging
for this system coincides well with that of peak II, and this result is obtained without having to rely on a particular model of
aging [187].

In summarizing the above results, it appears that peak II has significant spectral overlap with enthalpy relaxation
modes and is thus a much more convincing candidate for a dielectric signature of structural relaxation than is peak I.
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Supportive of this notion is that peak II (with the higher peak frequency and lower amplitude relative to peak I) falls
with the typical correlation band of fragility in terms of steepness index m and relaxation time dispersion in terms of the
Kohlrausch–Williams–Watts stretching exponent β [188]. The Debye process labeled ‘I’ would constitute an exceptional
case as having super-Arrhenius behavior combined with a purely exponential correlation function, β = 1 [47,189].

5. Dielectric spectroscopy

5.1. Orientational correlation functions

In the present context, the dielectric properties of a material are usually characterized by permittivity ε, an intensive
quantity that is defined by the constitutive equation that relates the dielectric displacementD to the electric field E,D = εε0E
[9]. As isotropic homogeneous samples are considered here, it is sufficient to focus on D, E, and ε as scalar quantities. The
contribution of the material to the displacement is its polarization P , with P = D − ε0E = (ε − 1) ε0E = χε0E in the
regime of linear response where the susceptibility χ is field invariant. For molecular liquids, there are two main sources
of polarization, electronic polarizability, αel, and orientational polarizability, αor, of permanent dipole moments. To a good
approximation, the electronic component is independent of the orientation of the molecule and its contribution to ε is
practically frequency independent and equal to the square of the refractive index, ε ≈ n2. For the study of liquid dynamics,
the polarization due to reorientation of permanent dipoles is the key quantity of interest. Apart from constant geometrical
factors (surface area A and electrode distance d), polarization P , displacement D, and macroscopic dipole momentM are all
variables that gauge the amount of charge on the surface of the sample, and their changes can be measured directly via the
resulting current in the time or frequency domain.

Various experimental techniques exist that will characterize the two-time autocorrelation function of the macroscopic
dipole moment,

P⃗ (0) · P⃗ (t)

=


N
i=1

µ⃗i (0)


·


N
j=1

µ⃗j (t)


. (1)

Due to interactions among the dipoles, there is no guarantee that the fluctuation of themacroscopic dipole is a true reflection
of the fluctuation of molecular dipoles, i.e., the observable is a collective response [190]. In the absence of such interactions,
the accessible decay would reflect the single particle autocorrelation function of molecular dipoles,

Cµ (t) =
1

Nµ2

N
i=1

⟨µ⃗i (0) · µ⃗i (t)⟩ =
1
µ2
⟨µ⃗ (0) · µ⃗ (t)⟩ = ⟨cos θ (0) cos θ (t)⟩ . (2)

Only when the dipole is constant and fixed within the coordinates of the molecule, then one can derive the single particle
orientation correlation function of molecules, a quantity that can be interpreted in a straightforward fashion. A useful
indicator for the extent of orientational correlations is the Kirkwood correlation factor, gK = 1 + z ⟨cos θ⟩, where z is
the number of coordinated molecules [191]. When gK is found to be near unity, then the dynamics of ε(t) reflect the single
particle reorientation to a good approximation. In a homogeneous electric field, translational displacements of dipoles do
not contribute directly to the overall polarization.

For the case of reorientation being governed entirely by diffusion, Debye’s solution of the diffusion problem predicts
that the correlation function associated with the projection of order ℓ, which involves the ℓth order Legendre polynomial
Pℓ (cos θ), decays exponentially as exp [−ℓ (ℓ+ 1)Drott], where Drot is the rotational diffusion constant. Dipole orientation
corresponds to ℓ = 1, whereas experiments such as NMR or optical depolarization are governed by the ℓ = 2 projection,
which leads to a three fold decrease of the decay time constant. For larger jump angles, the time scales of reorientation
become more similar for the different orders ℓ.

In a time-domain–step-response type experiment, polarization of a material can be measured in various ways. In the
‘constant voltage’ case, i.e. when the voltage or field is independent of the progress of polarization, P(t) is linearly related
to the displacement D(t) and thus to the permittivity ε(t). This situation corresponds to the standard technique of applying
a voltage step at time zero and recording the displacement of charge (or current) as a retardation function of time. An
alternative is to apply a charge step at time zero and record the voltage relaxation versus time. In this ‘constant charge’
situation, polarization is linearly related to the field E(t) and to the so-called electric modulus M(t). This electric modulus
characterizes the autocorrelation function of the (macroscopic) electric field. In the steady state, the complex quantities M̂
and ε̂ are related by the equality M̂ (ω) = 1/ε̂ (ω). According to Fröhlich [184], an exponential retardation ε(t) leads to and
exponential relaxation M(t), but the time constants τε and τM are not identical. For the linearly averaged time constants,
the following relation holds,

τ̄M =
ε∞

εs
× τ̄ε, (3)

which implies that modulus relaxation is generally faster than its retardation counterpart [192].
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In a typical liquid, the dielectric relaxation dynamics is found to be dispersivewith respect to the time constants involved,
i.e., the Debye theory does not account for the observed width and asymmetry of loss spectra. For the case of time domain
data, the stretched exponential or Kohlrausch decay has found wide application,

ε (t) = ε∞ + (εs − ε∞)

1− e−(t/τ0)β


, (4)

where τ0 is a characteristic time scale and β gauges the deviation from exponential correlation decay, with β = 1 restoring
the Debye case. By virtue of the one-sided Fourier transform,

ε̂ (ω) = ε∞ +


∞

0

dε (t)
dt

e−iωtdt (5)

or approximations thereof,Williams andWatts have emphasized that the empirical Kohlrausch approach can also be applied
successfully to frequency domain data [193,194].

The more common method of data reduction in frequency domain studies is based on empirical permittivity functions,
many of which can be summarized by the Havriliak–Negami (HN) function [195],

ε̂ (ω) = ε∞ +
εs − ε∞

[1+ (iωτHN)α]γ
. (6)

Here, τHN sets a characteristic time scale, and the exponents α and γ with (0 < α, αγ ≤ 1) determine the extent of
symmetric and asymmetric broadening, respectively. This expression has three well known special cases, the Debye limit
with α = γ = 1, the symmetric Cole–Cole function which has γ = 1, and the asymmetric Cole–Davidson case obtained for
α = 1, which has a Debye type low frequency slope [196].

For complex dynamics such as those found in monohydroxy alcohols, three distinct loss peaks and dc-conductivity
need to be accounted for in order to provide a complete characterization of the dielectric loss spectra. In such a case, the
superposition of the various contributions is a common fit function,

ε̂ (ω) = ε∞ +

3
k=1

∆εk

[1+ (iωτk)
αk ]γk
+

σdc

iωε0
, (7)

where also contributions from dc conductivity, σdc, are included.
An equivalent approach to non-exponential dynamics is to consider a superposition of Debye processes, where

the probability density function g(τ ) determines the overall time or frequency dependence of the permittivity. The
corresponding expressions are

ε (t) = εs −∆ε


∞

0
gε (τ ) e−t/τdτ , (8a)

and

ε̂ (ω) = ε∞ +∆ε ×


∞

0
gε (τ )

1
1+ iωτ

dτ . (8b)

Here the subscript ‘ε’ indicates that the g(τ ) are different for permittivity andmodulus, i.e., gε(τ ) ≠ gM(τ ). While the proper
choice of gε(τ ) can make this superposition approach mathematically identical to any of the above empirical functions,
these latter expression are more adopted to the concept of heterogeneous dynamics. In this context, heterogeneity refers to
the picture of a superposition of mutually independent Debye modes being at the source of overall dispersive relaxation
[197–201]. For the extreme case of heterogeneity associated with local Debye type responses [202], gε(τ )dτ can be
interpreted as the volume fraction of modes associated with time constants in the range from τ to τ + dτ .

In the relations of Eq. (8), it is understood that the time constants τ are time invariant. If this were strictly true, then
the system would not be ergodic, as ensemble and time averages would differ. In reality, the time constants can fluctuate
on a relatively slow time scale, a process designated as rate exchange [203]. The basic idea behind such fluctuations is that
the time constant of a particular molecule in a liquid is defined by its environment and the relevant interactions, and the
fluctuations in the environment lead to changes in the value of τ [204]. A simple consequence of efficient environmental
fluctuations is that anyprocess that ismuch slower than the time scale of rate exchangewill displayDebye character, because
that process will be subject to an averaged environment.

In addition to deriving the dynamics of a liquid from time or frequency dependent dielectric measurements, it is also
important to rationalize the amplitudes of the signals, ∆ε = εs − ε∞. Initially, measurements of dielectric constants
were an important source of information concerning the structure of a molecule via knowledge of its permanent dipole
moment µ. For dense dipolar liquids, Onsager has provided a link between dipole moment and dielectric constants under
the assumption that short-ranged orientational correlations remain negligible [205],

(εs − ε∞) (2εs + ε∞)

εs (ε∞ + 2)2
=

ρNA

9kBTε0M
µ2. (9)
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Fig. 13. Dielectric constant ε′ versus temperature for 1-propanol for three different frequencies ν: 6.0 MHz (50 m), 31 MHz (9.5 m), and 97 MHz (3.1 m).
The graph compares the data (symbols) taken by Mizushima [6] with the Debye theory (lines) for a given viscosity.
Source: Adapted from [9].

In this equation, NA is Avogadro’s constant, ρ is the density, M the molar mass, kB is Boltzmann’s constant, and ε0 is the
permittivity of vacuum. The generalization that includes orientational correlations is known as Kirkwood–Fröhlich equation,
which is identical to Eq. (9), but withµ2 replaced by gKµ2, with gK representing the Kirkwood correlation factor [1,184,191].
A value of gK > 1 indicates preferred parallel orientations of dipoles, gK < 1 suggests that anti-parallel alignment of dipoles
is dominant, and gK = 1 restores Onsager’s relation and is commonly interpreted as the absence of such correlations. In a
homogeneous single-component bulk liquid, the two typical reasons for gK being close to unity are a small dipole density
or the presence of quadrupoles which are capable of suppressing orientational correlations even at high dipole densities
[206,207].

5.2. Spectral profiles

The most recurring observation regarding the dielectric relaxation features of monohydroxy alcohols is the Debye type
nature of their prominent dielectric loss process. These loss profiles can be quantified by only two parameters, the time
constant τD and the amplitude, ∆ε = εs − ε∞. An important aspect of the Debye profile was the existence of a theory that
predicts such a permittivity for a permanent dipole subject to rotational diffusive motion. An early example of validating
the Debye type behavior was based upon the data obtained by Mizushima [3–7] for various alcohols, including methanol,
ethanol, 1-propanol, 2-propanol and using wavelengths between λ = 3 and 50 m (corresponding to frequencies between
ν = 6 and 100 MHz). After comparing dispersion data with Debye’s theory, Mizushima concludes: ‘‘It can now be admitted
that Debye’s theory holds in the first approximation for monovalent alcohols’’. [6], while recognizing that the approach fails
for glycerol. A graphical comparison is shown in Debye’s monograph on polar molecules, see Fig. 13.

When the frequency range coverage was widened to several decades, deviations from the Debye profile at high fre-
quencies became obvious, as in the example of unusually large deviations of that kind shown in Fig. 14. Because the anal-
ysis of the frequency dependent permittivity was limited to a superposition of Debye processes (rather than Cole–Cole or
Cole–Davidson type peaks), the extra high-frequency loss was described with two additional Debye peaks [208] in order to
account for the dispersive nature of that high-frequency excess loss.

The shape of the prominent process of monohydroxy alcohols can be checked by graphical means on the basis of the
following relation,

ε′ (ω)−


εs + ε∞

2

2
+

ε′′ (ω)

2
=


εs − ε∞

2

2
, (10)

which states that a Debye type permittivity will generate a semicircle in an ε′′ versus ε′ plot with radius (εs − ε∞)/2 and
center at ε′ = (εs + ε∞)/2 and ε′′ = 0. For 2-methyl-1-butanol, such a Cole–Cole type graph (analogous to a Nyquist plot)
is depicted in Fig. 15.

A closer inspection of such semicircles (see inset of Fig. 15) reveals the existence of minute additional processes at higher
frequencies, covering the range of 2.0 < ε′ < 2.8 [48]. For many monohydroxy alcohols, the Debye peak is the most
prominent and lowest frequency process within the spectrum and it accounts for 90% or more of the entire relaxation
amplitude∆ε. Fits based upon themore general Havriliak–Negami expression, Eq. (6), yield exponentsα and γ that indicate
logarithmic slopes |d lg ε′′/d lgω| > 0.95, i.e., only minor deviations from the Debye shape are observed near the peak.
Towards lower frequencies, ωτD ≪ 1, the power law behavior, ε′′ ∝ ωα with α ≈ 1, usually continues until the loss is
taken over by dc-conductivity. The levels of dc-conductivity are usually small and possibly governed by impurity ions. For
2-ethyl-1-hexanol, the conductivity relaxation time, τσ = ε0εs/σdc, is more than six orders of magnitude larger than the
average time constant of the primary structural relaxation. Significantly higher levels of dc-conductivity are required in
order for the ions to impact the spectral position and amplitude of the Debye process [209].
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Fig. 14. Real (ε′) and imaginary (ε′′) components of permittivity for 1-octanol at ambient temperature and a Debye fit (dashed line). Deviations from
Debye’s theory for frequencies in excess of νmax are clearly identified.
Source: Adapted from [208].

Fig. 15. Cole–Cole representation, ε′′(ω) versus ε′(ω), of the dielectric response of 2-methyl-1- butanol at T = 142 K. The symbols are the experimental
results in the frequency range 40 mHz–2 MHz. The inset displays the high frequency range, 6 Hz–2 MHz. In each panel, the solid line represents a fit to the
Debye-peak and α-relaxation with ε∞ = 1.96, ∆εD = 29.7, τD = 0.23 s, ∆εα = 0.87, τα = 0.77 ms, α = 0.57, and γ = 0.52. The dashed line shows the
Debye component of the fit.
Source: Adapted from [48].

That the Debye process is detectable also in the absence of external electrical fields has been demonstrated unambigu-
ously by Schildmann et al. for 2-ethyl-1-hexanol [210]. This is achieved by measuring the voltage noise and deriving its
spectral density SV(ω). A comparison with the concomitant relaxation experiment in terms of the voltage correlation decay
CV(t) with CV(t) = P(t)/P(0) is based upon the Wiener–Khinchin theorem,

SV (ω) =


∞

−∞

CV (t) e−iωtdt. (11)

The occurrence of the Debye peak in SV(ω) and thus in the absence of an external electrical field is shown in Fig. 16.
The additional features on the high frequency side, ωτD ≫ 1, are commonly described by two extra processes, and

a survey of the literature could be interpreted as indicating the existence of a total of three distinct relaxation processes
across the entire liquid range. An early example for the use of three peaks to fit each of ten different normal alcohols is
reported by Garg and Smyth [208]. From today’s point of view, this analysis is biased by the fact that only Debye type peaks
were considered for the superposition that represents the entire loss profile, whereas a single Cole–Cole or Cole–Davidson
function could be appropriate for describing the loss that is in excess of the prominent Debye peak [166]. Particularly for
temperatures at which the Debye peak enters the GHz regime, a total of three distinct peaks may be required to capture the
dielectric behavior of monohydroxy alcohols [211–213]. For those substances that are capable of entering the supercooled
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Fig. 16. Power spectra of the voltage noise measured for 2-ethyl-1-hexanol at several temperatures as indicated in the legend. The lines are calculated on
the basis of conventional dielectric measurements and demonstrate the correspondence of noise and relaxation measurements.
Source: Reprinted with permission from Ref. [210].
© 2011, AIP Publishing LLC.

Fig. 17. Experimental dielectric loss ε′′ results for 1-propanol in the temperature range 120.8 K ≥ T ≥ 64.8 K in steps of 2 K and in the order from upper
to lower curves. Three distinct contributions, I, II, and III, are observed, where only peak I resembles a Debye type process.
Source: Adapted from [47].

regime (Tg < T < Tm) with higher viscosities, spectra with one Debye and one dispersive loss peak are seen only for
sufficiently high temperatures, where peaks are positioned at frequencies higher than about 1 MHz [166].

At lower temperatures and higher viscosities, a third relaxation process appears at the high-frequency side of the former
two. Fig. 17 displays the resulting occurrence of a total of three peaks for viscous 1-propanol [47]. The highest frequency peak
displays the symmetry of a Cole–Cole profile, amplitudes that increase with temperature, and it remains active below Tg,
where the remaining dynamics are frozen in. Accordingly, this third peak has the typical characteristics of a Johari–Goldstein
(JG) type [214] secondary or slow β-relaxation. As these secondary JG processes are known to merge with the primary or
α-relaxation near Tc (the critical temperature of the idealizedmode-coupling theory), the occurrence of three distinct peaks
for many supercooled monohydroxy alcohols is limited to the temperature range from Tg to Tc.

Of the two dispersive peaks that are both faster than the Debye process, the slower one (peak II in the notation of Fig. 17)
is clearly broadened compared with the Debye case, but its symmetry is ambiguous. Both Cole–Cole and Cole–Davidson
type fit functions have been used with success to describe this peak, with the uncertainty originating from the overlap
with the typically much more intense Debye process on the low-frequency side of peak II. Considerable increases in the
peak II amplitudes can be obtained by mixing with a bromide analogue of the alcohol (e.g., 2-ethyl-1-hexanol/2-ethyl-
hexylbromide [187]) or by substitution within the alkane tail towards an increased dipole moment (e.g., 3-methylthio-1-
hexanol [215]). In both cases, the Debye character of the prominent low-frequency process I is preserved. An interesting
observation regarding the width of peak II is that it aligns well with the typical correlation of fragility m and stretching
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exponent β observed for numerous glass forming materials,m = 250 (±30)− 320β [47,188]. By contrast, the Debye peak
with β = 1 falls significantly outside this correlation between extent of non-exponential relaxation (β) and deviation from
Arrhenius behavior in terms of fragilitym.

There are exceptions to the correlation between the monohydroxy character of the alcohol and the occurrence of the
prominent dielectric Debye peak. The dynamics of polyols such as glycerol or propylene glycol do not display a Debye type
process that is slower than the structural relaxation [216]. Generally, diols do not show a Debye process unless the hydroxyl
groups are mutually independent enough, which was observed for a series of pentanediols. According to Davidson [217],
the dielectric behavior of 1,5-pentanediol is reminiscent of monohydroxy alcohols, whereas the other isomers (1,2-, 1,4-,
2,3-, 2,4-pentanediol) do not share this property. This exceptional feature of the 1,5-pentanediol isomer is also revealed in
depolarized light scattering studies [218].

It is also important to realize that not all monohydroxy alcohols are associated with a prominent Debye peak. Examples
for compounds with little or no Debye peak are 2-phenyl-1-ethanol, 1-phenyl-1-propanol, and 1-phenyl-2-propanol [219].
Particularly instructive in this context is the isomeric series of octyl alcohols, 3-methyl-3-heptanol (3M3H), 4-methyl-3-
heptanol (4M3H), 5-methyl-3-heptanol (5M3H), and 6-methyl-3-heptanol (6M3H) [24]. The interesting feature of this series
is that only a change in the methyl-group position is needed to gradually shift the behavior from a pronounced Debye
peak (6M3H) to the absence of such a process (3M3H), as shown in Fig. 18 [24,167]. The intermediate case of 4M3H does
display a Debye peak, but it is only somewhat larger than peak II, with the amplitude of peak I depending on the particular
diastereomer of 4M3H [220].

It has been found for the longer branched monohydroxy alcohols, specifically 2-butyl-1-octanol and 2-hexyl-1-decanol,
that what is otherwise reminiscent of the Debye peak develops considerable asymmetric broadening [221,222] An analysis
of fit residuals shows that Cole–Davidson type profiles with γ as low as 0.5 are needed to account for the lowest frequency
loss process of these materials. As shown in Fig. 19, this effect becomes more pronounced the smaller the peak amplitude
ratio ∆εD/∆εα is.

In recent years, 2-ethyl-1-hexanol has received considerable attention due to several advantageous features: this liquid
has a relatively high glass transition temperature of Tg = 146 K, it is a good glass former with little tendency to crystallize,
and, most importantly, it displays the very large spectral separation of peak I and II by a factor of νmax,II/νmax,I = 2000
[48,171,210]. The value of 1600 reported for 1-propanol by Litovitz and McDuffie [39] should have read 160. A broadband
assessment of the loss profiles of 2E1Hhas beenpublished byGainaru et al. [64], showing the pronounced spectral separation
of peaks I and II at low temperatures, see Fig. 20.

In conclusion, monohydroxy alcohols display loss spectra that are reminiscent of those of non-associating liquids, but
with the Debye peak representing an additional polarization fluctuation on the low-frequency side. However, peaks II and
III only will not account for the relaxation amplitude expected on the basis of the permanent dipole moment of the isolated
molecule.

5.3. Relaxation amplitudes

As outlined in Section 5.1, Onsager’s theory provides a link between dipole density and dielectric constant εs or relax-
ation amplitude ∆ε for dense dipolar liquids. For many molecular liquids, particularly those that also possess molecular
quadrupoles, Onsager’s relation, Eq. (9), has been checked by experiment via knowledge of the molecular dipole µ deter-
mined in the gas-phase. For liquids whose molecular constituents are characterized by pure dipolar charge distributions or
other intermolecular interactions that promote short range orientational correlations (such as hydrogen bonds or covalent
bonds), significant deviations from the dielectric constant expected on the basis of Onsager’s relation can be found. As men-
tioned in Section 5.1, these deviations can be translated into a numerical value for the Kirkwood correlation factor, gK, and
this has been done extensively for monohydroxy alcohols. The main motivation for focusing on gK is its interpretation in
terms of the orientation correlation, gK = 1 + z ⟨cos θ⟩, where cos θ measures the angle between dipole vectors, averaged
over the coordination shell with z molecules.

Kirkwood factor data is available for a large number of monohydroxy alcohols, and the values of gK can span the range
from 0.1 to 4 depending on the compound [196]. These severe deviations from unity are mostly found for temperatures
below ambient, while the data approaches gK = 1 for elevated temperatures [23,223], see for example Fig. 21. The
straightforward interpretation with hydrogen bonding liquids is that gK > 1 is indicative of parallel alignment of hydroxyl
dipoles due to chain-like structures connected by hydrogen bonds. The opposite case, gK < 1, is then understood to reflect
a preference for anti-parallel orientation, as would be realized by ring-like structures held together by hydrogen bonding.
The general trend of approaching gK ≈ 1 at higher temperatures is often associated with the thermally activated breaking
of hydrogen bonds, resulting in un-bound and thus orientationally un-correlated individual molecules. If the gK(T ) curves
cut through the gK = 1 level (see 5M3H near 200 K in Fig. 21), the interpretation has to be a different one: these situations
have been explained by a balance of different hydrogen bonded structures that are characterized by gK > 1 and gK < 1,
such that the net macroscopic average for gK becomes unity [23].

The obvious advantageous feature of a Kirkwood correlation analysis is the access to structural information on the basis
of steady state dielectric measurements [224]. However, a recent critical assessment of the use of the Kirkwood–Fröhlich
equation has raised the following issues [167]. The value obtained for gK is very sensitive to the choice of ε∞, for which
values between the permittivity observed at high frequencies and n2 have been employed [225]. This sensitivity becomes
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Fig. 18. Dielectric loss spectra of four isomeric octyl alcohols for the temperatures indicated: (a) 3M3H, (b) 4M3H, (c) 5M3H, and (d) 6M3H.
Source: Adapted from [167].

Fig. 19. Dependence of the Cole–Davidson parameter, γD , characterizing the Debye-like relaxation (peak I) on the relaxation strength ratio of relaxations
I (D) and II (α), ∆εD/∆εα , in various glass-forming liquids: 2-ethyl-1-hexanol (2E1H), 2-butyl-1-octanol (2B1O), 2-hexyl-1-decanol (2H1D), and mixtures
thereof with the mole fraction of 2E1H indicated in the legend. The inset pictures indicate the possible change in structure when γD changes from≈1 (top
right) to≈0.5 (bottom left).
Source: Adapted from [221]. Courtesy of L.M. Wang.

more pronounced for lower values of the static dielectric constant εs, i.e., at elevated temperatures. Moreover, the typical
derivation of gK assumes that the orientational correlation is the same for all modes that are active between the levels of
ε∞ and εs, i.e., identical for processes I, II, and III. As process II and III occur on very different time scales relative to the
Debye peak, it is likely that the reorientation associated with these modes is not subject to the same gK. Accounting for
gK = 1 for these two fast modes, II and III, can be accomplished by employing the value of ε∞ + ∆εα + ∆εβ instead of
ε∞ in the Kirkwood–Fröhlich equation. The resulting effect on gK(T ) for some isomeric octyl alcohols is included in Fig. 21,
indicating considerable changes in gK at the higher temperatures and concomitant differences in the structures derived from
these values. An approach that seems more consistent with the multi peaked spectra of alcohols would involve a frequency
dependent ‘correlation spectrum’ gK(ω).

In practice, the Kirkwood factor analysis casts εs(T ) data into a gK(T ) representation, thereby removing the Boltzmann
population effect on the temperature dependence and leaving the non-trivial changes in the structure. Examples for such
changes in supramolecular structures are the equilibria of more open and more compact hydrogen bonded structures as
discussed by Dannhauser [24]. Provided that a realistic model for the kinetics is available [226,227], gK(T ) data can be used
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Fig. 20. Compilation of dielectric loss spectra for 2E1H (open symbols, taken from [64]) and 4M3H (filled symbols and lines, taken from [228]) at several
temperatures indicated in Kelvin. The similarities between the spectral contribution of process II for the two systems indicate that its amplitude does not
depend much on the steric hindrance of the polar group. The dots represent the maximum values for a Debye-like loss with orientational correlations
neglected (gK = 1), calculated via Eqs. (6) and (9) using ρ2E1H = 0.833 g/cm3 , M = 130.23 g/mol, µ = 1.7 D, ε∞ = 2, and the temperatures that
correspond to the 2E1H spectra. The dashed line is a guide for the eye.

Fig. 21. Kirkwood correlation factors, gK , versus temperature for the three isomeric octyl alcohols, 4M3H, 5M3H, and 6M3H, as indicated. Symbols and
solid lines are based upon using ε∞ as ‘infinite frequency’ permittivity (εinf) within the Kirkwood–Fröhlich relation. Dashed lines refer to the calculation
using εinf = ε∞ +∆εα +∆εβ .
Source: Adapted from [167].

to derive enthalpies and entropies involved in hydrogen bond formation [23,185], see also Section 4. Such models also yield
estimates for the gK limit for infinitely long chains, which agree with observed values and turn out to settle near 4 for many
systems [1,23]. An anomaly near T = 250 K of the dielectric constant versus temperature of monohydroxy alcohols has
been discussed by Bauer et al. [228], which should also leave a signature in gK(T ) curves.

The pressure dependence of gK has also been studied, albeit not as extensively as the effect of temperature. Chen et al.
have demonstrated that the pressure dependence of the dielectric constant in alcohols is generally dominated by pressure
induced changes in the Kirkwood correlation factor, whereas changes in density and molecular dipole moment play minor
roles [26,28]. Regarding themagnitude of gK, it has been observed that gK increases with pressure pwhen the ambient value
gK(p = 100 kPa) was near unity, but decreases when gK(p = 100 kPa) was closer to its maximum of around 4. This trend
appears to be confirmed for a variety of different mono-alcohols in the survey compiled by Böttcher [1], and also for a series
of isomeric heptanols [29]. On the basis of the standard assignment of gK to the various hydrogen-bonded structures (chain
multimers when gK > 1, ring multimers when gK < 1, monomers when gK = 1), this systematic pressure dependence
suggests the following inequality for the molar volume for a given configuration: Vring > Vchain > Vmonomer. As in the case
of (hexagonal) ice and water, the development of hydrogen bonded structures reduces the efficiency of dense molecular
packing [229].

As for the smaller and higher frequency peak labeled II, Johari and Dannhauser have noted that pressure enhances the
amplitude of peak II for a series of isomeric octanols [230]. For pressures p ≤ 400 MPa, this study revealed that ∆εI/∆εII,
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a

b

Fig. 22. (a) Pressure dependence of ∆εD/∆εα for 4M3H and for 2E1H reflecting their opposite trends also under isothermal conditions. For comparison,
2M3H and 5M3H data from [230] are also included. To emphasize common trends, ∆εD/∆εα for 2E1H and 2M3H were divided by a factor of 4 and for
5M3H by a factor of 20. Frame (b) displays the pressure dependences of the τD/τα ratio demonstrating that opposing behaviors are found for the two
alcohols 4M3H and 2E1H not only by monitoring static but also dynamic quantities. The temperature independent τD/τα ratio observed for 5M3H marks
an intermediate situation.
Source: Reprinted with permission from [231].
© 2013, AIP Publishing LLC.

decreasesmildly or increasesmore strongly, depending onwhether themagnitude of∆εI/∆εII at ambient pressure is higher
or lower, respectively. Based upon measurements of different octanols, a study by Pawlus et al. suggests that the amplitude
ratio of peak I and II, ∆εD/∆εα , approaches unity when increasing pressure, from below if gK(p = 100 kPa) < 1 or from
above if gK(p = 100 kPa) > 1 [231]. The results demonstrating this qualitatively different behavior of 4M3H and 2E1H is
depicted in Fig. 22.

5.4. Temperature dependence of dynamics

In early studies of the effect of temperature on the dielectric relaxation time, the focus was mostly on the prominent
Debye peak [3–5,18,232]. Debye’s hydrodynamic approach provided a link between viscosity and dielectric relaxation time,
τ ∝ η/T , which has been validated as a crude approximation if the value of the hydrodynamic volume is disregarded [6,7].
Realizing the existence of significant deviations from the hydrodynamic behavior was promoted by data becoming available
for the supercooled and very viscous regime, where broadband dielectric measurement accommodated the changes in
viscosity by many orders of magnitude.

On the basis of the work of Vogel [233], and the extension into the supercooled regime by Fulcher [234], and Tammann
and Hesse [235] (VFT), it was quite expected that the activation map for supercooled alcohols displayed a curvature that
suggested a relaxation time divergence at a finite temperature according to the VFT relation,

log τ (T ) = A+ B/(T − T0). (12)

This super-Arrhenius type behavior was clearly observed not only for non-associating liquids but also for alcohols regarding
their prominent Debye peak [232]. A comparison of loss spectra derived from simultaneous dielectric and depolarized
photon correlation spectroscopy (PCS) light-scattering measurements confirmed indications that structural relaxation
occurs on the time scale of peak II rather than the Debye peak I [47]. This separation of time scales has also been confirmed
by Brillouin scattering [236], see also Section 7.1. With the emerging recognition of the relevance of process II for the
glass transition phenomenology, more systematic studies of the temperature dependence of all three processes were
conducted [47,166,237]. Based on the activation graphs alone, it appears that the temperature dependent time constants
of monohydroxy alcohols reflect the canonical behavior of other glass-forming liquids, provided that only process II and III
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1-propanol

Fig. 23. Temperature dependence of the peak frequency νmax for 1-propanol, defined by the condition χ ′′(νmax) = χ ′′max , and of the viscosity η. The open
symbols refer to the dielectric results (x = νmax/Hz) for peak I (�), peak II (⃝), and peak III (△). The dashed line is an Arrhenius fit to the peak III relaxation
data, log10(νmax/Hz) = 12.9−1032 K/T. The solid symbols refer to light scattering data (x = νmax/Hz), PCS data (diamonds), and Brillouin results (triangles
down). The solid line following νmax(T ) of peak II indicates the temperature dependent inverse viscosity (x = 108.3 η−1/P−1) of 1-propanol taken from
literature results, where η−1(T ) is shifted by 8.3 decades to match the mechanical retardation data point (+).
Source: Adapted from [47].

are considered. For 1-propanol, this behavior is shown in Fig. 23, which includes dielectric relaxation data as well as other
indicators of structural relaxation (light scattering, mechanical, viscosity). A more extensive compilation of time scales for
1-propanol with a focus on the high-temperature regime was recently given in [238].

The similarity of peaks II and III to non-associating cases is based upon the correlation of fragility and stretching
exponent [47,189], the merging behavior of processes II and III [47,166], as well as the correlation of peak II with enthalpy
and dominant mechanical dynamics, see Sections 4 and 7.1. Building on the ideas of Kauzmann’s kinetic approach to
dielectric relaxation [239] and the environmental fluctuation of Anderson and Ullman [204], such a decoupling of ‘dipolar
reorientation’ from the faster structural relaxation was already noted by Johari and Dannhauser [230]. Note, however, that
the amplitude of peak II is much below the value expected for the complete orientational correlation decay of themolecular
dipole [47,219]. As a result, peak II should be viewed as a signature of the dynamics of structural relaxation, with the degrees
of freedom of molecular motion being constrained by the involvement of the OH dipole in hydrogen-bonded multimers.

In some instances, it seems that the Debye process (peak I) would trace the temperature dependence of peak II (and thus
of structural relaxation) with a temperature invariant offset. A survey of many monohydroxy alcohols indicates that this is
generally not the case. The separation between peak I (τD) and peak II (τα) displays a variety of behaviors as a function of
temperature, and a tendency towards a uniform ratio of τD/τα ≈ 100 has been suggested [48]. As evident from Fig. 24, more
recent data is consistent with a further approach to τD ≈ τα , but uncertainties in delineating the spectral position of peak II
at these conditions can be high [238].

In any case, the activation trace of the Debye peak, logτD versus 1/T , displays an inflection point in the range of
nanosecond dynamics [63], as shown in Fig. 25. For a given compound, it is observed that the peak separation in terms
of τD/τα increases with a decreasing amplitude ratio ∆εD/∆εα , regardless of whether temperature [64], pressure [231], or
steric hindrance [228] is at the source of modifying the ratio. Comparing τD/τα ratios for different alcohols, a trend of large
spectral separation for the higher gK systems has been reported [167].

5.5. Pressure dependence of dynamics

For five different octanols, Johari and Dannhauser have characterized the pressure dependence of the dynamics in the
range p ≤ 400 MPa for various temperatures, with the Debye peak time constant varying between 10−8 and 10−3 s [230].
For each compound the variation of ln τD with T or p was approximated by an activation energy and an activation volume,
respectively. Isochronal graphs of T versus p yield practically the same slopes for all systems, consistent with pressure shifts
of kinetically defined transition temperatures around dT g/dp = 100 K/GPa. Molar activation volumes for processes I and
II are similar and range from about 20 to 60 cm3. The large activation volumes led the authors to conclude on the highly
cooperative nature of reorientation associated with the Debye process.

The effect of changing temperature on the position of ln τ versus gK isotherms divides the alcohols into the low gK and
high gK classes. This has been demonstrated convincingly by Vij, Scaife, and Calderwood, providing the data for the Debye
type peaks compiled in Fig. 26 [30]. Each set of curves associated with one letter is for one compound, and changes in τ
and gK within a curve originate from pressure variations. In the majority of cases, elevated temperatures shift the isotherm
towards a decreased ln τ and increased gK position for low gK materials, while the directions of changes are opposite for
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Fig. 24. The logarithmic time scale decoupling ratio log10(τD/τα) is plotted versus the structural relaxation time, log10(τα/s). Here data for 2-ethyl-1-
butanol, (2E1B), 2-ethyl-1-hexanol (2E1H), 5-methyl-2-hexanol (5M2H), 3,7-dimethyl-1-octanol (3, 7D1O), 3-methyl-2-butanol (3M2B), and 4-methyl-3-
heptanol (4M3H) are included. For each substance, the decoupling is maximum when τα ≈ 10−4 s. An extraordinarily large maximum ratio of about 104

is exhibited by 2E1B. The solid lines are meant as guides only.
Source: Reprinted with permission from [228].
© 2013, AIP Publishing LLC.

Fig. 25. Arrhenius plot for the Debye relaxation times of variousmonohydroxy alcohols published previously. At the highest temperatures all log τD versus
1/T curves exhibit an inflection point.
Source: Based upon the data cited in [63] from which this figure was adapted.

the higher gK systems. The positive lnτ vs. gK correlation observed for each curve has been understood as reflecting Debye’s
model, τ = 4πa3η/kT , cf. Section 7.3, with both the hydrodynamic volume (∝ a3) and the correlation factor gK increasing
with number n of correlated (i.e., hydrogen bonded) monomers.

More recent pressure studies have looked into the relation of peaks I and II as a function of pressure. For 2-ethyl-1-hexanol
(2E1H), Fragiadakis and coworkers have reported that the relaxation times and intensities of peaks I and II become more
equal with increasing pressure [58]. A detailed assessment of the same alcohol by Reiser et al. has shown that isochronal
scaling is violated, i.e., the position of one peak does not determine the shape of the entire loss spectrum [240]. The authors
concluded on a pressure induced transition to shorter linear chains and further to individual molecules. Another study of
2E1H observed that τD(T ) approaches the fragility of τα(T ) with increasing pressure, and that the Debye peak widens [241].
Similar behavior is found for 5-methyl-2-hexanol according to Pawlus et al.: the Debye peak widens from 1.14 decades at
0.1MPa to 1.3 decades at 780MPa, τD(T ) becomesmore curvedwith increasing pressure, and peaks I and II are beingmerged
into one dominant process for p > 500 MPa [242].

In a recent pressure investigation of alcohols conducted by Pawlus et al., the spectral separation of peaks I and II, τD/τα ,
has been confirmed yet another quantity that separates alcohols into low and high gK classes [231]. The ratio τD/τα was
found to decrease from above 10 to about 5 with increasing p (0.1–350 MPa) for 4M3H at the temperatures T = 203, 213,
and 223 K. By contrast, 2E1H at T = 211 K is subject to an increase in τD/τα from approximately 20 to 70 when pressure is



R. Böhmer et al. / Physics Reports 545 (2014) 125–195 151

Fig. 26. Isotherms of Debye time constants in terms of the logarithm of τ versus Kirkwood correlation factor gK for a variety of heptanol and octanol
isomers. Arrows indicate shifts of the isotherms resulting from an increase in temperature. Changes within a curve are the result of pressure variations in
the range 0.1–300 MPa. Temperatures increase in the direction of the arrows. For compounds and temperatures see the original publication.
Source: Adapted from [30].

changed from 50 to 550 MPa. These effects are included in Fig. 22. The intermediate high-pressure behavior of 5M3H was
re-examined recently [243].

5.6. Nonlinear techniques

Early studies of nonlinear dielectric effects (NDE) of alcohols have been conducted by Małecki [244,245] and by Piekara
[246]. At the time, reductions in permittivity or polarizationwere termed ‘negative saturation’, while field induced increases
were referred to as ‘positive saturation’. Later Małecki [247] assigned the labels ‘Langevin’ and ‘chemical’ effects to these
features, respectively. In the context of pure alcohols, Piekara interpreted the increase of ∆ε as field induced proton shift
of alcohol dimers (a shift of the proton along the O–H · · ·O bond, equivalent to the occurrence of a large polarizability),
where the high field is understood to change the equilibrium constant towards the proton shifted dimers with higher dipole
moment [246].

More recently, high-field impedance spectroscopy on monohydroxy alcohols revealed a similar ‘chemical effect’, i.e., a
field induced increase of the dielectric constant [70]. For 5-methyl-3-heptanol (5M3H) at temperatures around 200 K, it was
found that a sinusoidal field with peak amplitude E0 = 170 kV/cm raised εs by several percent. The compound 5M3H was
chosen for this study because its Kirkwood correlation factor changes from 1.6 to 0.4 when the temperature is increased
from 185 K to 215 K. This unusual temperature sensitivity of gK was reported by Dannhauser and explained by a shift in
the equilibrium constant, Kr/c, that governs the balance between compact ring-like structures with gK ≈ 0 and more open
chain-like structures with gK ≫ 1 [23]. The gK ≈ 1 situation for 5M3H near T = 200 K suggests comparable free energies
for the two species involved, leading to the expectation of a considerable field dependence of Kr/c via a field induced change
in the free energy of the polar chain-like species, while the free energy of the nonpolar rings remains field invariant.

An important feature of the high-field impedance spectroscopy NDE study on 5-methyl-3-heptanol is the broadband
character of the experiment ranging from 0.1 Hz to 50 kHz. As depicted in Fig. 27, the relative increase in the field dependent
permittivity, (ε′hi − ε′lo)/(ε

′

lo − ε∞), is practically frequency independent for frequencies below the loss peak value of
the (linear response) Debye process. The observation suggests that the field induced conversion from ring- to chain-like
structures occurs on the time scale of the Debye process, instead of this change of the equilibrium constant proceeding at a
slower rate.

Subsequent high field experiments have supported this interpretation of the field induced shift of Kr/c by assessing the
sensitivity of εs to the field as a matter of the gK of the liquid [167]. It turned out that the highest field driven increases of
the dielectric constant are obtained for alcohols with a correlation factor near unity. For other cases displaying gK ≪ 1 or
gK ≫ 1, the sensitivity of εs to the large-amplitude excitation was reduced, consistent with the field induced change in the
free energy of chain-like structures having little effect when Kr/c is much above or below unity. In all cases, the midpoint of
the decrease of the field induced effect (see Fig. 27) occurred at a frequency ω = 2/τD, where τD is the time constant of the
Debye peak.

A very different type of non-linear dielectric experiment is based upon the energy that is transferred irreversibly from an
electric field of sufficient amplitude to a sample. For a given applied field, E (t) = E0 sin (ωt), the power density absorbed
by the material is p = ε0E2

0ωε′′ (ω) /2, with the absorbance quantified by the dielectric loss ε′′ at the frequency of the
external field [183]. In non-associating liquids, the resulting non-linear dielectric effects have been modeled successfully
by assuming that the absorbed energy increases the configurational temperature, Tcfg, to a steady state value determined
by Tcfg = T + ε0E2

0∆ε/

2ρ∆Cp


. Via the apparent activation energy of the overall dynamics, EA, the increase in Tcfg results
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Fig. 27. Field induced relative increase of the non-instantaneous contribution to the permittivity versus frequency, calculated as (ε′hi− ε′lo)/(ε
′

lo− ε∞) for
5M3H. Here, ‘hi’ and ‘lo’ refer to a field of E0 = 254 kV/cm and E0 = 14 kV/cm, respectively. Different curves are for different temperatures as indicated.
Lines are fits according to a Debye type frequency dependence.
Source: Adapted from [167].

2-ethyl-1-butanol

Fig. 28. Experimental results (symbols) for the field induced relative change of the loss, ∆ ln ε′′ , versus frequency ν for 2-ethyl-1-butanol at T = 175 K.
The curves are recorded at different fields E0 as indicated, and evaluated relative to a low-field reference using E0 = 14 kV/cm. The dashed line indicates
the loss profile ε′′ using arbitrary units, the arrow marks the position νmax of the loss peak. The lines are calculations using Eq. (13) with t →∞.
Source: Adapted from [183].

in a reduction of the relaxation time constants, which in turn modifies the dielectric loss at a given frequency. For a typical
high gK type alcohol, the prominent Debye peak dominates the dielectric behavior and the field induced change can be
approximated by

ε′′hi − ε′′lo

ε′′lo
=

EA
kBT 2

ε0E2
0∆ε

2ρ∆Cp

τT

τD

ω4τ 4
D − ω2τ 2

D
1+ ω2τ 2

D

2 × 1− e−
t

τT


, (13)

where subscripts ‘hi’ and ‘lo’ refer to the high-field amplitude E0 and the zero-field limit, respectively. In this equation,∆Cp is
the (glass to liquid) step in the configurational heat capacity, ρ is the density, τD is the Debye dielectric time constant, and τT
is the ‘thermal relaxation time’ [180]. The latter time constant represents the dynamics of approaching the new equilibrium,
which is offset from its linear response counterpart by the continuous flowof energy from the slowdegrees of freedom to the
phonon bath. Because internal energy flow is reversed comparedwith a standard calorimetry experiment, this technique has
been coined reverse calorimetry [174,248]. Themeaning of τT is very similar to a time constant gauging enthalpy relaxation,
physical aging, or true structural relaxation [249], but it is obtained at a constant sample temperature [250].

Steady state spectra of the field induced relative increase of ε′′ are compiled graphically in Fig. 28, and the curves are
well approximated by Eq. (13) in the limit of t → ∞. Similar spectra have been reported for 1-propanol, but for a much
wider range of frequencies that includes the alpha and beta peaks [251]. Expectedly, the magnitude of the effect is linear
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2-ethyl-1-butanol

Fig. 29. Experimental results (symbols) for the time resolved loss factor, tan δ, measured at ν = 1 kHz for the transition from a low (91 kV/cm) to a
high (453 kV/cm) field for 2-ethyl-1-butanol at a temperature of T = 166 K, where νmax = 20 Hz. The duration for the low and high fields is 8 and 16
periods, respectively. The sample was equilibrated at zero field for times t < −8ms. The solid and dashed lines are model calculations assuming a thermal
relaxation time that is much faster and matching the dielectric Debye time scale, respectively.
Source: Adapted from [183].

in the energy, i.e., quadratic in the external electric field. Time resolved high-field impedance measurements can probe the
equilibration process that follows


1− e−t/τT


, the time dependent term in Eq. (13), by evaluating the dielectric properties

for each period prior and subsequent to a change in the field amplitude at time t = 0 [182]. An example of the result of such
an experiment is depicted in Fig. 29 for 2-ethyl-1-butanol at T = 166 and 172 K, showing that the steady state high-field
plateau of tan δ is reached after about 3 periods only. Assuming that the relevant ‘thermal’ relaxation (τT) occurs on the
Debye time scale leads to the dashed lines in Fig. 29, which clearly equilibrates much too slow compared with the observed
data for both temperatures and the resulting peak frequencies, νmax = 20 and 100 Hz. However, if the configurational
temperature is assumed to approach its steady state value on the time scale of peak II, then model and observation agree as
indicated by the solid lines in Fig. 29. While these experiments do not provide a quantitative answer regarding the spectral
separation of τD and τα , they deliver yet another piece of evidence for structural relaxation being much faster than the time
constant of the prominent Debye peak in monohydroxy alcohols.

6. Optical methods probing supramolecular relaxations

There are numerous optical methods capable of probing liquid dynamics, with Brillouin light scattering, photon corre-
lation spectroscopy (PCS), optical depolarization, dipolar and mechanical solvation dynamics, and Kerr effect studies be-
ing a few examples. In the present section we will discuss only those methods that have been demonstrated to probe the
supramolecular relaxation involved in alcohol dynamics: dipolar solvation dynamics and electro optical Kerr effect experi-
ments.While PCS has the potential to detect the Debye-like relaxations, see Section 10, for monohydroxy alcohols the signal
associated with this mode may be insufficient for its straightforward detection, and no PCS signature of the Debye peak in
monohydroxy alcohols has been reported to date.

6.1. Dipolar solvation dynamics

In optical spectroscopy, the Stokes shift refers to the spectral separation of absorption and emission energy levels,
which are determined by the extent of solvation of the ground and excited electronic states involved. For dipolar solvation
(opposed to ion or mechanical solvation, see Section 7.2), the decisive quantities are the electrostatic interactions between
the permanent dipoles of the solute in the ground (µG) and excited (µE) state with the polar solvent, characterized by its
wavevector and frequency dependent permittivity ε(k⃗, ω) [252]. In response to an instantaneous excitation of the solute,
the transition µG → µE will alter the local field of the solute dipole, initiating a polarization response in the solvent and
thus a dynamical aspect to the Stokes shift. By recording the emission spectra as a function of time, the time dependent
characteristic wavenumber, ⟨ν̄(t)⟩, as well as its limiting values for t → 0 and t →∞ are derived, leading to the so-called
Stokes-shift correlation function,

C (t) =
⟨ν̄ (t)⟩ − ⟨ν̄ (∞)⟩

⟨ν̄ (0)⟩ − ⟨ν̄ (∞)⟩
. (14)

This dynamical aspect of the Stokes shift indicates how solvent polarity evolves with time after excitation. One can also
think of this experiment as an optically detected dielectric polarization experiment, butwith twomain differences compared
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with the macroscopic capacitor counterpart: First, the electric field is that of a local dipole instead of being macroscopically
homogeneous, which requires accounting for thewavevector dependence ε


k⃗, ω


rather than themacroscopic limit, k⃗→ 0.

Second, the charge distribution on the solute is largely independent of the progress of polarization, and the observedquantity
is linearly related to the change of the local field, ∆ ⟨ν̄ (t)⟩ ∝ µ⃗∆E⃗ (t). As a result, the Stokes shift correlation function C(t)
is more akin to the dielectric modulusM(t) that it is to ε(t) [253].

Monohydroxy alcohols have been common solvents in the study of solvation dynamics using fluorescent probes whose
excited state lifetimes limit the observation time window to several nanoseconds [52,254,255]. Compared with non-
associating liquids, the energy levels in alcohols are offset from the typical correlation of solvent polarity (as obtained by
optical probes) and estimates of the solvation free energy based on dielectric continuum models. This is assumed to reflect
hydrogen bonding as additional source of solvation [52]. However, the magnitude of the dynamical Stokes shift aligns well
with the dielectric continuum expectations [52].

Regarding the solvation time scales, alcohols did not display unexpected deviations from their aprotic counterparts
when comparing solvation dynamics and dielectric time scales based upon the prominent Debye peak I [52]. However, the
solvation times in normal alcohols were reported to be exceptionally slow compared to those of polar aprotic liquids when
compared relative to probe rotation times that sense local viscosities [256], anothermanifestation of the spectral separation
of peaks I and II.

Solvation dynamics of supercooled alcohols can be studied using longer lived triplet probes [257,258]. As in the case
of fast dynamics, the magnitude of the dynamical Stokes shift, ⟨ν̄ (0)⟩ − ⟨ν̄ (∞)⟩, is similar for alcohols and polar aprotic
liquids of comparable dielectric constants. Accordingly, the amplitudes of only peaks II and III would fail to explain the
large solvation shifts observed for monohydroxy alcohols. As expected for the viscous state of glass-forming monohydroxy
alcohols near Tg, the separation of the solvation time scale from structural relaxation is much more pronounced. In fact,
as elaborated upon in Section 7.2, the spectral separation of mechanical and dipolar solvation matches the factor of 25
derived for the time scale ratio of peak I and II in terms of the modulus, M ′′(ω), of 1-propanol [259]. Another interesting
feature of that study is that the stretching exponents β were practically the same for mechanical and dipolar solvation,
whereas the Debye nature of peak I would let one expect a less dispersive Stokes-shift correlation function for the dipolar
solvation that senses the electrostatic interactions. An example based on quinoxaline as probe in 2-ethyl-1-hexanol is shown
in Fig. 30, which compares solvation dynamics in terms of C(t) with the single-particle probe rotation correlation function,
r(t)/r0. This probe rotation result is derived from optical depolarization data of the chromophore quinoxaline, measured
simultaneously with the solvation dynamics [258]. Both decays are separated only by a factor of five on the time scale, but
recall that C(t) is closer to M(t) than ε(t), with the latter decays differing by another factor of about ten. Interestingly, the
stretching exponents of the Kohlrausch fits are equal, β = 0.58, for both the solvation and rotation decays. The difference in
the C(t) curves as amatter of polarization angle provides evidence of dynamic heterogeneity and a local correlation between
solvation and probe rotation times. This observation suggests that the process responsible for the prominent polarization
with Debye character in monohydroxy alcohols is not a single exponential response if probed on a molecular level.

6.2. Electro-optical Kerr effect

The Kerr effect is based upon the generation of optical birefringence as a result of anisotropic orientation of molecules
with respect to their electronic polarizabilities. For the optical Kerr effect (OKE) or derivatives thereof, see Section 9.4, it is
an intense light source that induces birefringence that facilitates the measurement of the correlation decay of polarizability
anisotropy [260]. By contrast, it is an externally applied electric field E that creates refractive index anisotropy in case of
the electro-optical Kerr effect (EOKE). For moderate field amplitudes E, typically E ≤ 100 kV/cm, the induced average
orientation is proportional to the field, ⟨cos θ⟩ ∝ E, for liquids that possess inversion symmetry in the absence of an
external field. The relevant projection for a change, ∆n, in the refractive index is the second-order Legendre polynomial,
P2 (cos θ) = 1

2


3 cos2 θ − 1


, resulting in an overall quadratic field dependence of the EOKE, ∆n ∝ E2 [51].

Experimental results based on the EOKE in monohydroxy alcohols have been reported for 2-ethyl-1-hexanol by Coelho
and Manh [50] and for 6-methyl-3-heptanol by Crossley and Williams [51]. In both cases, a comparison with the dielectric
relaxation time of peak I is made, and the rise and fall times of the optical birefringence coincide with the dielectric Debye
time of the alcohol. Although both dielectric and optical time scales reflect collective dynamics, their coincidence is not
trivial and it may reflect that the optical anisotropy is largely linked to the orientation of the OH bond [261,262]. The case
of 2-ethyl-1-hexanol is outlined in Fig. 31 in terms of a relaxation map, and the Kerr effect is clearly governed by the Debye
time scale. If all processes involved were diffusive, the Kerr time scales (rank ℓ = 2) would be expected to be a factor of
three faster than the dielectric (rank ℓ = 1) polarization times, but this does not seem to be the case.

7. Viscoelasticity and molecular transport

7.1. Mechanical relaxation

There is a host of techniques that allows one to explore the mechanical relaxation of monohydroxy alcohols in a broad
range of frequencies. Experiments on liquid monohydroxy alcohols were performed using shear relaxation methods for
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Fig. 30. Solvation and probe rotation dynamics of quinoxaline (QX) in 2-ethyl-1-hexanol (2E1H), measured simultaneously at T = 160.0 K using a 308 nm
excitation source. Open symbols refer to the Stokes shift correlation function C(t)measured at the angles κ = 0° and κ = 90° as indicated. Solid diamonds
refer to the probe rotation correlation function g2(t) = r(t)/r0 as derived from the solvation data. The lines are stretched exponential (β = 0.58) fits with
τsol = 8.8 ms for C(t) with κ = 0°, τsol = 13 ms for C(t) with κ = 90°, and τrot = 56 ms for r(t)/r0 .
Source: Adapted from [258].

Fig. 31. Relaxation time map for 2-ethyl-1-hexanol including dielectric relaxation times for peak I (open circles) and peak II (solid circles), electro-optical
Kerr effect data (stars) [50], dynamic heat capacity time scales (crosses) [37], and shear modulus times (plus signs) [40].
Source: Adapted from [210].

ν < 1 MHz [40] and ultrasonic measurements in the MHz to GHz range [38,39,41,263–265]. Brillouin scattering and other
light scattering techniques [47,236,266–271] as well as inelastic neutron scattering [272,273] and inelastic X-ray scattering
[274] were employed in this context at typically still higher frequencies.

The frequency dependent mechanical relaxation of monohydroxy alcohols was in the scientific focus early on. This is
exemplified by a 1956 ultrasonic study of 1-propanol [38]. It covered almost 2 decades (from 1 to 82 megacycles) and the
temperature range from 0 to−155 °C and was motivated by the prior finding that the dielectric relaxation of this monohy-
droxy alcohol is single exponential [18]. However, themeasurement of themechanical modulus showed convincingly that a
proper description of the data requires the assumption of a broad distribution of relaxation times. Interestingly, the authors
of the 1956 ultrasonic work noted that the theoretical expression used for describing their data was ‘‘nearly identical in
form with the distribution calculated . . . from the stress relaxation data on polymers’’.

The finding of a non-exponential main mechanical relaxation in the supercooled liquid state was later confirmed by
several authors [40,263,275]. However, the idea that the existence of hydrogen-bonded supramolecular structures could
enhance the mechanical rigidity of monohydroxy alcohols was obviously dismissed for a long time. Another remarkable
findingwas that the time scale of themost prominent dielectric response ismuch slower than themechanical relaxation [39].
As a recent example, in Fig. 32we show a shearmechanical loss spectrumG′′(ω) of 2E1H recorded at 160 K [40] and compare
it with corresponding dielectric data in the susceptibility format as well as in modulus form [276].
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Fig. 32. Frequency dependent loss components of the shearmechanical modulus G′′ comparedwith those of the dielectric modulus,M ′′ = ε′′
2
/(ε′

2
+ε′′

2
)

and of the dielectric permittivity ε′′ . All results refer to 2E1H and 157 K.
Source: Data were taken or calculated from the work of Jakobsen et al. [40].

The mechanical data clearly reveal the structural relaxation, but no peak is seen in the G′′(ω) spectra at frequencies
corresponding to that of the dielectric Debye peak. In thewords of Jakobsen et al. [40] ‘‘a shear-mechanical relaxation process
corresponding to the Debye-type process in the dielectrics must have a relaxation strength below 5 MPa (corresponding to
at most 1% of the full relaxation strength) if it exists’’. Such an additional shear mechanical feature was certainly expected
to show up on the low-frequency side of the main peak in the shear mechanical spectra.

In fact, near ambient temperatures an additional low-frequency feature was identified in a broadband (0.3 to 3000
MHz) ultrasonic relaxation study of several monohydroxy alcohols [41]. As an example, Fig. 33(a) shows a spectrum of
the acoustical excess absorption, αexcλ, for 1-dodecanol at 25 °C. ‘‘Excess’’ means that the trivial background absorption
(∝ v2) was already accounted for. The variable λ denotes the acoustical wavelength within the sample [277]. The main
peak appearing at frequencies of a few GHz was attributed to collective modes that stem from the isomerization of the alkyl
chain [41]. The assignment of the high-frequency process in Fig. 33(a) was motivated by the expectation that in 1-dodecane
and other alkanes trans-gauche isomerization processes will contribute to the acoustical absorption [278,279]. 1-dodecane
data are included in Fig. 33(a) aswell and confirm this expectation. Interestingly, on the low-frequency flank of the acoustical
excess absorption spectrum of 1-dodecanol another process can be resolved [280]. This relaxation which is∼7 times slower
and∼10 times weaker than that leading to the main peak was assumed to reflect chiefly the rate at which an equilibrium
is established within the liquid between alcohol molecules existing as monomers and those in hydrogen bonded clusters.
Ultrasonic absorption spectra featuring two relaxation processes near room temperature were reported for a range of other
branched and unbranched monohydroxy alcohols [41].

Very recently, related low-temperature observations were made in the sub-kHz frequency range for various branched
alcohols [42,243]: In Fig. 34(b) we show data on 2E1H, 5M3H, and 4M3H in terms of the frequency dependent viscosity
η′(ν) = G′′(ν)/(2πν). In order to compare with liquids devoid of a dielectric Debye process we scaled that data using ηα .
Here, the index α refers to process II, cf. Fig. 32. According to the Maxwell relation ηα = G∞/(2πνα) is given by the peak
frequency να of the mechanical loss spectrum and by the high-frequency shear modulus G∞. In the plot of 2πναη′(ν)/G∞
vs. ν shown in Fig. 34(b) a two-step behavior is clearly resolved. For 2E1H the enhancement of the shear viscosity is about
tenfold for temperatures near 160 K [42]. This enhancement is slightly larger than the one noted when comparing the low-
and high-frequency shear viscosities, denoted ηso and ηs∞, respectively, near room temperature [41]. For several branched
and unbranched monohydroxy alcohols ηso and ηs∞, are reproduced from [41] in Fig. 34(a) as a function of the number n of
carbon atoms in the alkyl chain. While ηso displays a systematic increase with n, known from previous studies [281], ηs∞ is
essentially independent of the length of the alkyl chain. Correspondingly, very small differences of ηso and ηs∞ are expected
to show up also for short-chain alcohols. Indeed, a close inspection of the master plot for 1-propanol (see Fig. 6 in [38])
reveals a small kink on the low-frequency side of itsM ′′(ω) peak.

Regarding the interpretation of the low-frequency mechanical response of monohydroxy alcohols it was suggested that
it reflects fluctuations of hydrogen bonded clusters, along the lines mentioned above [41]. More recently, the pronounced
increase of the viscosity towards low frequencies seen in Fig. 34(b) was found suggestive of supramolecular polymeric
behavior, at least in 2E1H [42]. Supramolecular polymers are an exciting class of materials held together by weak to
intermediately strong intermolecular forces such as mediated by metal coordination, by π–π interactions, and, particularly
relevant in the present context, by hydrogen bonding [282]. Depending on the details of that bonding the formation of
mesoscopic (∼µm sized) structures has been reported that in many cases are stable near room temperature [283,284].
Analogies to monohydroxy alcohols were stressed in a study of a triply hydrogen bonded supramolecular polymer, which
also features a strong mono-exponential dielectric relaxation [285]. It appears that monohydroxy alcohols are member of



R. Böhmer et al. / Physics Reports 545 (2014) 125–195 157

ν, MHz

400

100

40

10

4

1

0.4

0.1

0.04
0.4 1 4 10 40 100 400 1000 4000

a b

Fig. 33. (a) Ultrasonic excess absorption spectra of 1-dodecanol and 1-dodecane measured at 25 °C. (b) Comparison of dielectric loss (symbols [64]) and
acoustical spectra (solid line [41]) of 2E1H, both recorded near room temperature.
Source: Reprinted with permission from Ref. [41].
© 2001, American Chemical Society.
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Fig. 34. (a) Comparison of static shear viscosity ηso (open symbols) and high-frequency shear viscosity ηs∞ (closed symbols, ν > 5 GHz) for alcohols
featuring n carbon atoms permolecule. For n ≥ 13 the viscosities refer to alkanes. Frame (b) shows the scaled viscosity η(ω)/ηα of 4M3H, 5M3H, and 2E1H
as compared to the same quantities measured for liquids devoid of a dielectric Debye process. For details see [42,243].
Source: Reprinted with permission from Ref. [41].
© 2001, American Chemical Society.

a big family of substances [42] for which various theoretical concepts are available [286–288] that may need, however,
adaptation to singly hydrogen bonded patterns and relatively small supramolecular length scales. Using approaches applied
in polymer science [289,290], such as the Rouse model, it was estimated that about ten 2E1H molecules might temporarily
assemble into a supramolecular hydrogen bonded structure [42]. Consideration of the analogy to the mechanical behavior
of reverse micelles may also turn out fruitful, see, e.g., [288].

Which additional insights into the supramolecular relaxation of monohydroxy alcohols did other mechanical probes
yield so far? Owing to the relatively small optical anisotropy of the OH group, photon correlation spectroscopy was rarely
applied tomonohydroxy alcohols [47] and, for 1-propanol, provided evidence for process II (the α-relaxation) only. Brillouin
scattering was able to resolve the trans-gauche isomerization of a long-chain alcohol [291] but obviously does not detect
relaxation processes on the time scale of the dielectric Debye process. Furthermore, the assignment of the slowest process
(time scale τB) that was resolved using this technique, e.g., for 1-propanol is not straightforward. In any such comparisons
one faces the difficulty that, due to the small relaxation strength of process II, the determination of associated dielectric
relaxation times is not very reliable near room temperature [238]. When comparing τB from Brillouin scattering with
mechanical time scales determined from the Maxwell relationship, τM = η/G∞, for 1-propanol it appears that τB is larger
than τM [47,238,265]. It is obvious that the broad rheological response of monohydroxy alcohols does not comply with a
model which involves only a single time constant [292]. Based on the experimental observation of their two-step viscosity
profile, one may consider that, similar to polymers [293], in monohydroxy alcohols the stress relaxes over a broad range of
time scales embracing the ones characterizing the local rearrangements and the suprastructural relaxation. In this context,
the assignment of a unique mechanical time scale for monohydroxy alcohols is not fully justified. For practical reasons,
however, since the overall (normalized) shear modulus response function Φ(t) of monohydroxy alcohols is dominated
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by the ‘‘segmental’’ contribution [42], the Maxwell relation should provide a time scale that roughly corresponds to that
of the microscopic fluctuations, τM = η/G∞ =


∞

0 G(t)/G∞ dt =

∞

0 Φ(t) dt ≈ τα . On the other hand, if, G∞,pol, the
‘‘instantaneous’’ shear modulus associated with only the supramolecular, polymer-like modes is used instead of G∞ [294],
then the estimated mechanical time scale would be much longer and will approach the Debye relaxation time τD [243].

Clearly, a quantitative assessment of the relationship of the two time scales deserves further study. Elastic constants and
related quantities can also be determined from coherent inelastic neutron scattering experiments. However, from such a
study on methanol it was found difficult ‘‘to derive a sound velocity from this kind of measurements’’ [272].

Insights into the hydrogen bonding in monohydroxy alcohols are available from studies in which these liquids are sub-
jected to large mechanical shear stresses. Using non-equilibriummolecular dynamics simulations the viscosity of methanol
[295] and ethanol [296] was studied for various shear rates. Shear thinning was found to occur and because the hydrogen-
bonded chains formed by the molecules become shorter they align with the direction of shear, and the lifetime of the hy-
drogen bonds decreases.

Let us now compare the mechanical response of monohydroxy alcohols with dielectric results. To this end in Fig. 33(b)
we plot the dielectric loss of 2E1H recorded near room temperature [64] and its acoustical absorption spectrum calculated
from the parameters given in [41] for 25 °C. The ultrasonic spectrum shows a bend close to the frequency at which the
dielectric Debye process displays a maximum loss. The low-frequency bend and the peak in the mechanical spectrum are
separated by about 0.85 decades near 300 K while near 160 K the separation has increased to about 4 decades [42]. Hence,
at high temperatures a parameterization of the spectrum in terms of two relaxation processes is possible. However, this
approach fails to describe the low-temperature data.

Mechanical low-frequencymodes are not only observed in somemonohydroxy alcohols (cf. Fig. 33) but are awell-known
feature of polymers [297] and they lead to an effective two-step behavior of the viscosity. An example for monohydroxy
alcohols is shown in Fig. 34(b). Using conventional viscosity experiments, on the one hand, the static ‘‘macroscopic’’ shear
viscosity (above denoted ηso) is measured. On the other hand, the concept of a ‘‘micro-viscosity’’ [21], in the context of
Fig. 34(b) denoted high-frequency shear viscosity ηs∞, was variously referred to. However, it appears that it has not been
thoroughly explored how for monohydroxy alcohols this concept relates to that of the monomeric friction coefficient, well
known from the field of polymer science [289].

Already in Debye’s book (macroscopic) viscosities and dielectric relaxation times were compared in order to estimate
the effective molecular radius of monohydroxy alcohol molecules [9]. Not taking into account possible effects of a micro-
viscosity such comparisons have repeatedly reported to fail [298]. More on this issue can be found in Section 7.3.

Section 7.1 shows that it was long believed that viscoelastic measurements provide little insight into the nature of the
Debye (-like) relaxation of monohydroxy alcohols. However, recent results demonstrate that their mechanical properties
can provide important information regarding this supramolecular relaxational feature.

7.2. Mechanical solvation

The optical technique of solvation dynamics also provides a means of comparing dielectric with mechanical relaxation,
but on a more local level. The technique requires the addition of chromophores at a very low concentration level, and these
probe molecules are excited selectively by a short laser pulse. By recording their emission spectra as a function of time,
one can obtain the temporal change of the average energy levels that are involved in the relevant optical transition [299].
One basis for the change of these energy levels is that electronic excitation of the chromophore leads to a change in its
dipole moment, which persists for the lifetime of the excited state. Analogous to a dielectric relaxation experiment, the
solvent dipoles will reorient towards minimizing the energy levels in the new electric field generated by the excited probe,
and this polarization is observed as a change in the average emission wavenumber versus time, ⟨ν̄ (t)⟩, cf. Section 6.1.
The dynamics of the process is reflected in the Stokes shift correlation function C(t), defined in Eq. (14) as C(t) =
[⟨ν̄ (t)⟩ − ⟨ν̄ (∞)⟩] / [⟨ν̄ (0)⟩ − ⟨ν̄ (∞)⟩].

Because the solutes charge distribution remains virtually constant while the solvent is polarized locally, the decay of C(t)
is more related to the electric modulus M(t) than to the permittivity ε(t) [252]. In order for this method to reveal the slow
dynamics (10 s to 10 µs) of supercooled liquids near their glass transition, probe molecules with long lived triplet states are
used [257], while shorter lived fluorescent solutes are appropriate for measuring solvent relaxation time below 10 ns. By
combining different probe molecules, the time scale of C(t) has been shown to trace that of dielectric relaxation across the
picoseconds to seconds time range [300].

For probe molecules for which the electronic excitation does not alter the dipole moment, or when the solvent is non-
polar, the lack of any significant electrostatic interaction between solute and solvent can lead to the expectation that no
solvation dynamics should occur. In reality, dynamic solvation is observed for systems for which electrostatic interactions
should be negligibly small [301]. The explanation is that a molecule changes its net volume upon electronic excitation, and
the response of the solvent is the equivalent of shear stress relaxation [302,303]. Hence, this type of solvation dynamics is
termed ‘mechanical’ solvation. A comparative study exploiting the difference between mechanical and dielectric solvation
has been performed on 1-propanol. The dielectric solvation has been measured with quinoxaline (QX) as probe, which is
subject to a dipole moment change of about 1.3 Debye upon excitation. The mechanical counterpart employed naphthalene
(NA) as chromophore which lacks any change in dipole moment due to symmetry. The result of the respective Stokes-shift
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Fig. 35. (a) Stokes-shift correlation function C(t) for the probes naphthalene (NA, open symbols) and quinoxaline (QX, solid symbols) in 1-propanol at
T = 102.3K. The dashed and solid lines are stretched exponential fits, C(t) = exp[−(t/τ)β ], differing only in the value of τ which is 1 s for NA and 25
s for QX. (b) Experimental results for the imaginary part of the electric modulus M ′′(ω) versus log10(ν/Hz) for 1-propanol at T = 113K (symbols). The
lines show the fit and decomposition of theM ′′(ω) trace into the dominant Debye-type dielectric peak (I) at log10(ν/Hz) = 0.70 and the remaining profile
associated with the structural relaxation (II+III) peaking at log10(ν/Hz) = 2.03.
Source: Adapted from [259].

correlation functions is depicted in Fig. 35. It is noteworthy that the mechanical C(t) decay is a factor of 25 faster than the
dielectric C(t) [259].

The above factor of 25 that separates the time constants of dielectric and mechanical solvation turns out to coincide
with the spectral separation of the two slowest peaks of the dielectric modulus of n-propanol in terms ofM ′′(ω). Consistent
with the macroscopic mechanical results, the conclusion of this solvation study [259] is that the mechanical response of the
alcohol occurs on the time scale of the smaller and faster process (II), and that no mechanical solvation modes have been
resolved to date that match the time scale of the dielectric Debye process.

7.3. Self-diffusion and effective molecular radii

It is interesting to find out whether and to which extent the transport properties in monohydroxy alcohols are affected
by their supramolecular relaxation: Do the supramolecular entities diffuse as a whole? Does proton hopping, e.g., in the
form of a Grotthus-typemechanism, play a significant role? Are collective transport processes relevant? Since, the electrical
properties are often considered in relation with monohydroxy alcohols, it is also interesting to ask about the electrical
conduction of (intrinsic vs. impurity) mobile ions in monohydroxy alcohols. Since conductivity is very briefly dealt with in
connection with dielectric spectroscopy, Section 5.2, here the focus is more on the molecular transport that is accessible via
techniques such as molecular dynamics simulations [93,304,305], field gradient NMR, and incoherent quasi-elastic neutron
scattering. The latter method, though, was rarely used to study diffusion in monohydroxy alcohols [306–308]. Therefore,
in the following we will deal mainly with NMR based self-diffusion studies. Translational self diffusion coefficients, Dt , for
1-alcohols such as methanol, ethanol, propanol, etc. are available for relatively wide ranges of temperature and pressure
[63,309–319]. As a function of chain length it was of course found that monohydroxy alcohols with bulkier alkyl tails diffuse
slower, see, e.g., [281,305].

Before entering into a discussion of the diffusional properties of monohydroxy alcohols, let us briefly recall that such
diffusion data are typically analyzed using the classical Stokes–Einstein equation [320]

Dt =
kBT

pπ η R
. (15)

This equation was derived for a macroscopic sphere of radius R in a medium of viscosity η assuming either stick (p = 6)
or slip (p = 4) boundary conditions. Nevertheless, this equation is often applied to microscopic, typically flexible, non-
spherical objects (=molecules) by assigning an effective hydrodynamic radius RH to them. For ideas on how these and other
boundary conditions may arise on the molecular level see [321].
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Fig. 36. Plot showing that the fractional Stokes–Einstein equation, Dtη
ξ
= const., is obeyed for a range of effective packing fractions y (adjusted experi-

mentally by varying pressure and temperature in the indicated range).
Source: This plot is taken with permission from Ref. [314] and includes methanol data from [309].
© 1988, Taylor & Francis Ltd., www.tandfonline.com.

For the rotational diffusion of a sticky sphere of radius RD one likewise obtains the rotational diffusion coefficient [9]

Drot =
kBT

8πηR3
D
=

1
ℓ(ℓ+ 1)τℓ

. (16)

Drot can be related to a reorientational time constants τλ by solving the rotational diffusion equation in terms of the Legendre
polynomials of rank λ. In practical terms λ = 1 applies if one considers reorientations of vector-like objects (e.g., of dipole
moments in dielectric spectroscopy) or λ = 2 when dealing with rotational properties of second-rank tensorial quantities
that are typically relevant when analyzing NMR and light scattering experiments, cf. Section 5.1 for some general remarks.

Identifying RD with R (and with RH ) and combining Eq. (15) with Eq. (16) the viscosity can be eliminated yielding the
rotational correlation time

τℓ =
8πR3

ℓ(ℓ+ 1)kBT
η =

6 V
ℓ(ℓ+ 1)kBT

η =
4

3ℓ(ℓ+ 1)
R2

Dt
, (17)

if one defines the ‘‘molecular volume’’ as V = 4πR3/3. It has been noted that the application of Eq. (17) for the macroscopic
viscosity, η, and the dielectric relaxation time, τD, of the main peak of monohydroxy alcohols yields molecular volumes that
are too large [20,298] when compared to simple estimates based on the so called van der Waals radius RvdW [322].

It is also well known that in viscous supercooled liquids the relation between diffusion coefficient, Dt , and macroscopic
viscosity, η, cannot be described by the Stokes–Einstein relation, Eq. (15), if a constant hydrodynamic radius is assumed,
i.e., if R is taken to be independent of pressure or temperature [323,324]. In a number of instances, the so called fractional
Stokes–Einstein equation, Dtη

ξ
= const., with an exponent ξ < 1 was found to provide a basis for a satisfactory description

of various supercooled liquids [198,325,326]. As shown in Fig. 36 this fractional relation is fulfilled for methanol, ethanol,
and propanol in a range of effective packing fractions [314]. The fractional exponent was found material dependent, but
constant for each monohydroxy alcohol with numerical values ξ in the range 0.62. . .0.74, similar to observations made for
other supercooled liquids [326,327].

Often times translational diffusion coefficients are not available but rotational diffusion data, as estimated, e.g., from
dielectric spectroscopy using Eq. (16). By assuming equality of RD with R, as indicated above, from the resulting
Debye–Stokes–Einstein relation, Eq. (17), proportionality of τ and η is suggested. Recent work on 2E1H, see Fig. 37(a),
documents a breakdown of this relation, at least above a pressure of about 550 MPa [328]. By plotting the data in the
pressure range from 0.6 to 1.5 GPa the fractional exponent describing the decoupling of dielectric relaxation andmechanical
relaxation is directly obtained from τdiel ∝ η0.75, see Fig. 37(b).

Other attempts to ‘‘rescue’’ the Stokes–Einstein equation relax the condition that the hydrodynamic molecular radius
should be independent of temperature, pressure, etc. As an example for this kind of analysis, the diffusion coefficient Dt
of 1-butanol is shown in Fig. 38 [63,370]. One aspect addressed in these studies was whether the molecules diffuse as a
whole or whether the OH group displays a particular behavior (e.g., based on a Grotthus type mechanism). When using
isotope labeling either for the alkyl or for the hydroxyl part of the molecule virtually identical diffusion coefficients were
obtained, see Fig. 38(a). This result confirms diffusion coefficient determinations exploiting chemical-shift resolution [63]
which enables selective probing of various groups within a molecule (cf. Section 8.1) and is in harmony with earlier results
on 2-propanol [329].

The data in Fig. 38(a) suggest that a dynamic isotope effect does not exist for 1-butanol. This result is in accord with
previous Dt data on a series of monohydroxy alcohols. For methanol it was found that Dt(CH3OH)/Dt(CH3OD), being ∼1
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Fig. 37. (a) Dielectric relaxation time τ and viscosity η of 2E1H as measured at 293 K. The dashed line emphasizes that significant decoupling between
these two quantities occurs above pressures of about 550MPa. (b) Plot showing how the fractional exponent describing this decoupling can be determined.
Source: Adapted with permission from Ref. [328].
© 2013, American Physical Society. Courtesy of M. Paluch.

a b

Fig. 38. (a) Temperature dependent diffusion coefficients of various isotopomers of 1-butanol. The solid line represents a Vogel–Fulcher law, D =
2.4× 10−6 m2/s exp[−2461 K/(T − 15 K)], cf. Eq. (18), and provides a good description of the data [63,370]. (b) Temperature dependence of the effective
hydrodynamic radius RH of 1-butanol as calculated on the basis of viscosity [331] and the diffusion coefficients from Eq. (15). Other determinations of R
involve Eq. (16) and rotational correlation times using τD and τα from dielectric spectroscopy as well as τOH and τalkyl from NMR. The solid lines in frame
(b) are calculated from Vogel–Fulcher fits to the τ or η or Dt versus T data as shown for an example in frame (a). The dashed line marks the calculated van
der Waals radius of butanol, RvdW = 2.75 Å [322]. For details see [63,370].

above room temperature, increases to about 1.4 near 150 K [315]. For propanol the corresponding ratio turned out to be
significantly smaller (1.2 for 1-propanol and 1.1 for 2-propanol, both near 210 K) [316]. For 1-, 2-, and 3-pentanol no isotope
effect could be detected [317]. Liquid water, like the small-molecule monohydroxy alcohols, does show a dynamic isotope
effect that was assigned to the formation of more and stronger hydrogen bonds in D2O as compared to H2O [330].

Returning to monohydroxy alcohols, in Fig. 38(b) we present effective molecular radii estimated for 1-butanol by
employing Eqs. (15) to (17). Using the macroscopic viscosity [331] and assuming stick boundary conditions, Eq. (15) with
p = 6, yields an effective molecular radius which, given the considerable experimental uncertainty obvious from Fig. 38(b),
is compatible with the computed van der Waals radius RvdW. Compatibility is also achieved when starting from rotational
correlation times determined at the OH group using NMR [65] in conjunction with Eq. (17). The physical implications of this
finding with respect to the mechanisms of the supramolecular relaxation is discussed in [210]. Here it may suffice to note
that in the expression for τℓ, on the right hand side of Eq. (17), viscosity does not enter explicitly.

Determinations using τα (exploiting NMR or dielectric spectroscopy) or τD on the basis of Eq. (17) give molecular radii
much different than RvdW, see Fig. 38(b), if the macroscopic viscosity η is used. Similar results were found for the branched
alcohol 2E1H [210]. As far aswe know, analyses based on ‘‘micro-viscosities’’ were not carried out formonohydroxy alcohols
so far. In any case it was found that hydrogen bonding can lead to a strong reduction of the translational mobility which is
most pronounced at low temperatures [320]. This statement is confirmed by computer simulations which investigate the
degree of hydrogen bonding by changing the effective charge of the OH group and find that ‘‘fine-tuning the partial charges
of the hydroxyl group by 3.2% changed the simulated diffusion coefficient of aliphatic alcohols by 30%, while the density
was changed by less than 1%’’ [305].
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Fig. 39. (a) High-resolution 1H spectra of methanol. The resonance of the CH3 groupwas utilized as internal standard, therefore the corresponding spectra
appear near ∆ν = 0. The position of the OH group displays a strong variation with temperature. The pseudo first-order self-exchange rate constants,
i.e., the inverse proton lifetimes 1/τ0 derived from these spectra are also given. The fine structure of the lines is due to the through-molecule coupling of
the nuclear spins (the so called J coupling). Taken from [334]. Courtesy of H.H. Limbach. (b) Schematic illustration how the temperature dependence of the
proton chemical shift arises as a consequence of a thermally driven re-population of open and closed hydrogen bonds that is fast on the time scale set by
the inverse line splitting of the (unobserved) lines at δn and δb , respectively. Other attributes in the literature used for ‘‘open’’ and ‘‘closed’’ hydrogen bonds
are given as well.

8. Nuclear magnetic resonance

Magnetic resonance techniques are well suited to identify molecular structures and tomap out the dynamics of different
parts of a molecule within a monohydroxy alcohol liquid. By spectroscopic separation of the various sites or by suitable
1H, 2H, or 17O isotope labeling the hydroxyl group dynamics can be distinguished from that of the carbohydrate remain-
der. In this section we will deal exclusively with NMR since only very little electron spin resonance data is available for
monohydroxy alcohols [332].

8.1. Chemical shifts and proton exchange dynamics

Ethanol is the classical example for the demonstration of the chemical shift [333]. This property allows one to resolve
the proton resonances (or those of other nuclei) and is routinely exploited to study molecular structures of liquid-like and
solid-like samples. In this most simple application of NMR one relies on the fact that the electron distribution near a specific
molecular group produces a characteristic shielding of the external magnetic field at the nuclear probe. The method owes
its usefulness also to the finding that typically this shielding is virtually temperature insensitive. The proton resonance
associated with the OH group, however, represents an interesting exception. In Fig. 39(a) we show the relevant parts of the
1H spectrum of pure methanol as an example [334]. It is seen that the OH resonance (on the left) experiences a pronounced
temperature dependent frequency shift ∆ν(T ) = ν(T )− νref with respect to the methyl protons (on the right) that acts as
a reference [335,336]. This shift and the corresponding one in δ(T ) = ∆ν(T )/νref arises from a dynamic equilibrium among
different OHprotons. For simplicity, thesewill be referred to as protons in hydrogen bonded (b) or non-bonded (n) situations
as illustrated in Fig. 39(b). In these two situations the chemical shifts of the OH protons can be significantly different with
∆δOH = δn − δb of the order of at least 5 ppm, see, e.g., [337,338].

Let us now define the fraction fn of open hydrogen bonds and of closed hydrogen bonds, fb = 1− fn. Then, if temperature
changes, one would naively expect separate proton resonances at δn and at δb, characterized by relative strengths fn and
1 − fn, respectively. Experimentally, separate peaks are not resolved as long as sufficiently fast hydrogen bond switching
occurs which leads to a motional narrowing of the corresponding NMR lines. This fast-exchange limit requires that the
exchange rates, 1/τex, are larger than the chemical shift difference, |∆δOH|. Proton exchange rates can directly be obtained
from high-resolution spectra such as those reproduced in Fig. 39(a) [334]. There, one recognizes that the resonance lines
display a multiplet structure arising from the mutual coupling of the protons on the methanol molecule. However, with
increasing temperature, this fine structure gets blurred, amanifestation of anothermotional narrowing phenomenon,which
the authors of [334] relate to an intermolecular proton exchange between the alcohol molecules. By comparison with
simulated line shapes, the effective exchange rate characterizing the fast single proton transfer processes of methanol was
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found to be of the order of 109 s−1 near room temperature. This rate is smaller than the dielectric relaxation rate of about
2×1010 s−1 [339] and can be expected to slow downwith temperature. Therefore, the condition 1/τex ≫ |∆δOH| is fulfilled
not only in the equilibrium liquid state butmore or less in the entire supercooled regime. Then, themotionally averagedNMR
line shows up at a chemical shift of δ̄OH(T ) = fnδn+ fbδb. Recording the frequency position δ̄OH as a function of temperature
thus provides experimental access to the fraction of open (or closed) hydrogen bonds. This phenomenon was exploited for
various monohydroxy alcohols in the highly fluid [337] and down to the moderately viscous regime.

The thermal evolution of the chemical shift at the OH group can be tracked in a straightforwardmanner down to temper-
atures at which the proton exchange rates are of the order of about microseconds. If the dynamics slows down much more,
the NMR lines will broaden, e.g., due to magnetic dipole 1H–1H interactions. This will eventually lead to a spectral overlap
of the resonances of the OH protons with the carbon bonded ones, an effect that could be circumvented, e.g., by selectively
deuterating the alkyl chain. More seriously, if the spectral width arising from dipolar or other broadening mechanisms ex-
ceeds |∆δOH|, then line narrowing techniques such as magic-angle spinning are required to restore spectral resolution as a
prerequisite to studying exchange processes.

NMR investigations onmonohydroxy alcohols carried out with the goal tomonitor the slow re-equilibration of hydrogen
bond populations using this approach are not known to us, but other techniques were exploited in this context [64], see
Section 9.2. Furthermore, NMR studies of the OH bondmay be difficult because any distributions of OH bond lengths lead to
an additional broadening of the corresponding proton and oxygen lines. Studies of exchange processes involving NH bonds,
on the other hand, are available [340], but have yet to be applied to systems featuring a dielectric Debye process such as the
secondary amides.

Chemical shifts and parameters such as quadrupole coupling constants for deuterium nuclei were calculated for several
monohydroxy alcohols using quantum chemical approaches [341–346]. Most of these results were obtained using small
molecules such as methanol [343] and ethanol [344,345], but also a nonanol species (3-ethyl-2,2-dimethyl-3-pentanol= 2,
2-dimethyl-3-ethyl-3-pentanol, DMEP) was investigated using density functional calculations in combination with a
quantum cluster equilibrium (QCE) model [341,342]. Using this approach the impact of cooperative effects caused by
hydrogen bonding is automatically taken into account.

In Fig. 40we reproduce results for the chemical shift ofmethanol’s hydroxyl proton [343]. Interestingly, the shifts depend
on the assumed suprastructure and furthermore the cooperative effects saturate for cluster sizes larger than about 5. For
ethanol similar results were obtained and the temperature dependence of the calculated isotropic chemical shift of its
hydroxyl 1H and 17O nuclei was reported and compared with experimental results [344,347]. These computations and
experiments were carried out down to temperatures near 250 K and yielded evidence for a predominance of pentameric
clusters. Similar investigations for DMEP revealed that only dimers should be stable at these temperatures [341,342] and
that trimers are avoided for enthalpic reasons. Currently, some effort is expounded in order to calculate chemical shifts
of monohydroxy alcohols using ab initio methods. However, due to the difficulty of properly incorporating the internal
flexibility already for relatively small molecules into the computations, ab initiomethods obviously do not yet yield reliable
results for the chemical shifts in liquid monohydroxy alcohols [345,348].

8.2. Fast dynamics probed by nuclear spin relaxation

The access to molecular correlation times on the nanosecond scale is most efficiently provided by spin relaxation
experiments. Here, a radio-frequency pulse creates non-equilibriummagnetization. Its subsequent re-equilibration is driven
by fluctuations of the NMR frequency experienced at the site of the probe nuclei. Molecular motions can lead to such
frequency fluctuations if, e.g., reorientational motions modulate the anisotropic chemical shift. Apart from chemical shift
interaction, other interactionsmay need to be considered and their relative importance needs to be assessed in each specific
case. However, spin relaxation is only efficient, i.e., transitions between the Zeeman-split nuclear energy levels can only
occur if themolecular fluctuation rate κ is sufficiently close to the Larmor frequencyωL. Denoting the fluctuation probability
at a given frequency ω as the spectral density, J(ω), in the simplest case of an overall isotropic molecular motion, the
spin–lattice relaxation rate arising from fluctuations in the chemical shift anisotropy is given by

1/T1 = ∆K J(ω). (18)

Hereω = ωL and∆K is related to the squared fluctuation amplitude in frequency space. For other relaxationmechanisms or
for anisotropic motionsmore complicated expressions will arise [349,350]. Furthermore, chemical shift interactions usually
probe purely intramolecular motions, while by a suitable combination of, e.g., 1H and 2H data inter- and intramolecular
spin-relaxation rates can be separated. The explicit form of the spectral density function, J(ω), depends on the shape of
the underlying effective distribution of molecular correlation times [351]. Spin–spin relaxation measurements, if probing
molecular motions in a constant magnetic field, can often be analyzed using an expression similar Eq. (18) but for 1/T2 and
with ω replaced by the frequency width of the NMR absorption spectrum.

Small-molecule monohydroxy alcohols such as methanol, ethanol, propanol, or butanol were often dealt with in
magnetic resonance studies using various nuclear isotopes, see, e.g., [43,44,46,329,352–356]. However, low-temperature
NMR experiments on longer chain or branched alcohols seem to be scarce [210,220]. As a representative example of
measurements on monohydroxy alcohols in Fig. 41 we show temperature dependent 1H NMR spin–lattice relaxation times
measured for C2D5OH, CD3CH2OD, and CH3CD2OD, i.e., for differently isotope labeled ethanol species [357]. It is clearly seen
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Fig. 40. Isotropic proton chemical shift at the hydroxyl site calculated for methanol clusters displaying ring-, lasso-, or chain-like structures involving up
to nmolecules. The dotted line represents the experimentally determined chemical shift for liquid CH3OH at 298 K.
Source: Taken with permission from [343].
© 2005, WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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Fig. 41. Proton spin–lattice relaxation rates, T−11 , of the ethanol isotopomers C2D5OH, CD3CH2OD, and CH3CD2OD. The motion of the hydroxyl group
freezes in on the time scale of the inverse Larmor frequency (with ωL/2π = 30 MHz [358]) at the largest temperature, indicating a relatively slow OH
group dynamics. The methyl group, on the other hand, displays a much faster dynamics.
Source: Reprinted from [357].
© 1983, Elsevier.

that the T−11 ratesmeasured for the differentmolecular sites deviate significantly from each other. The ratemaximum for the
OH group appears at the highest temperature, hence the OHmotion is slowest. The slow-down of the methyl group appears
at the lowest temperatures and hence this group moves fastest. From site-selective studies of monohydroxy alcohols, a
number of authors found that the dynamics is slowest if measured closest to the hydroxyl group [63,355–357].

In early analyses of results such as those shown in Fig. 41 it became clear that locally anisotropic motions need to be
invoked [352] suggesting that different intramolecular degrees of freedomdominate the behavior ofmonohydroxy alcohols.
Difficultieswere encountered to interpret the experimental results in terms of a single-molecule picture, so thatwith respect
to CH3OH Hertz stated that ‘‘the system of the H-bonded OH groups constitutes ‘the molecule’ for methanol which may be
dimers or trimers or whatever’’ [357]. Furthermore, a description in terms of intramolecular motions was not considered
satisfactory [359]. As far as we can see, Hertz and colleagues never attempted to compare their NMR results with those from
dielectric spectroscopy. This was done later [360] by considering the ratio of time scales, τDS/τNMR, from NMR and from
dielectric spectroscopy (DS). For the series from methanol to hexanol this ratio (denoted τD/τc) was found to be about 10
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Fig. 42. Proton and deuteron spin–lattice relaxation rates (triangles) and dielectric loss (circles) of 1-butanol, all measured at frequencies close to 50MHz.
The closed triangles refer to measurements at the hydroxyl group, the open triangles to those at the alkyl part of butanol. According to Eqs. (18) and (19)
ε′′ and 1/T1 probe similar spectral densities. The solid lines guide the eye, the dashed line marks the contribution of the Debye relaxation, and the dashed
curve corresponds to the α process. From left to right the vertical lines mark τα , τOH , and τD .
Source: Adapted from [65].
© 2010, American Physical Society.

and thus more than 3 times larger than the expectations expressed in [360]. In that work, τDS (or τD) refers to the Debye
process because the correct assignment of the structural relaxation was achieved only later [47].

For an efficient comparison of dielectric loss curves, from which contributions due to the α relaxation (=process II)
and Debye process can be distinguished, with spin–lattice relaxation times, it useful to exploit a variant of the fluctuation
dissipation theorem [361]. According to this theorem, the fluctuation rate is related to the absorptive part, χ ′′, of the
corresponding (e.g., dielectric) susceptibility so that

1
Tχ

1 (ω, T )
=

χ ′′(ω, T )

ω∆χ(T )
. (19)

Here∆χ denotes the static susceptibility. Keeping inmind that dielectric and NMR quantities refer to molecular correlation
functions with different rank ℓ (cf. Section 5.1), Eq. (19) provides a framework to facilitate a direct comparison of the results
from the two techniques.

An example is given in Fig. 42 which summarizes NMR and dielectric data for 1-butanol measured for frequencies close
to 50 MHz [65]. From the dielectric loss the Debye process and the α-relaxation can be clearly resolved. The 1/T1 maxima
from 1H-NMR of C4H9OD or from 2H-NMR of C4D9OH correspondwell to the dielectric loss peak that refers to the α-process.
Hence, this process can be ascribed to themotion of the alkyl chains, a finding confirmed by 13C-NMR [63].When probing the
dynamics of the hydroxyl group, e.g., by performing 2H-NMR on C4H9OD or 1H-NMR on C4D9OH it is clear from Fig. 42 that
spin–lattice relaxation measurements are unable to detect the Debye process directly. However, in harmony with results
on other monohydroxy alcohols, see, e.g., Fig. 41, a maximum in the spin–lattice relaxation rate is obtained which has no
dielectric analogue.

With the problems in mind that were previously encountered when interpreting T1 measured for the hydroxyl group, a
model of transient, hydrogen bonded chains has been suggested [65]. Within this approach, the rate maximum showing up
in Fig. 42 near 210 K defines a new time scale, τOH, as a measure for the mean time an monohydroxy alcohol molecule is
part of an hydrogen bonded cluster. The assignment of the time scale which is intermediate between those characterizing
the structural and the Debye process, was recently confirmed by neutron scattering experiments [238].

The relationship of the three time scales, τα , τOH, and τD, was established for a wide temperature interval by varying the
Larmor frequency of the spin–lattice relaxation experiments in a range extending overmore than 3 orders ofmagnitude [65].
A determination of 1/T1(ω) over such a broad frequency range becomes possible by exploiting the recently reviewed fast
field cycling technique [362].

Using Eq. (19) we just demonstrated how the (temperature dependent) dielectric loss can be compared directly to
1/T1(T ). Conversely, Eq. (19) also enables one to transform the T−11 data to the susceptibility format via χ ′′(ωL, T ) =
∆kω/T1(ωL, T ). Here ∆k is a coefficient proportional to ∆K , cf. Eq. (18).

In Fig. 43(b) we replotted the 1/T1(ω) data from [65] in the susceptibility format as small symbols. These data, enable
one to determine correlation times from spin–lattice relaxation rates recorded at a single Larmor frequency. In Fig. 43(a) we
show such data, i.e., 1H-T1 times on C4D9OHand scaled 2H-T1 times on C4H9ODas a function of temperature [65]. On the basis
of the results in Fig. 43(a), an essentiallymodel free determination of correlation times is only possible by analyzing the 1/T1
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Fig. 43. (a) Proton and deuteron spin–lattice relaxation rates of 1-butanol, both measured for a Larmor frequency of 55 MHz at the hydrogen position of
the hydroxyl group. After dividing the 2H-T−11 rates by a factor of 48 (which roughly corresponds to the ratio of the squared gyromagnetic ratios of the
1H and 2H nuclear probes) the two sets of T1(T ) data are seen to coincide. (b) Small symbols represent the spin–lattice relaxation rates, 1/T1(ω), from
field-cycling relaxometry plotted in the susceptibility format [65]. The time scale axis in frame (b) is ‘‘calibrated’’ by comparing the rate maxima of the
curves in both frames at which ωLτOH ≈ 1. For temperatures away from the rate maximum the single-frequency data in panel (a) are ‘‘shifted’’ onto the
susceptibility curve in panel (b), thus enabling one to determine how much the OH time scale is different from that inferred at the rate maximum.

Fig. 44. Arrhenius plot of 1-butanol based on [65] and including time constants from dielectric spectroscopy and from NMR. Additionally, correlation
times measured using 13C-NMR at the α-carbon (green stars [63]) and those determined on the basis of Fig. 43 from the 1H-T1 data (red dots) and 2H-T1
data (blue crosses) are included. The solid line represents an interpolation with a Vogel–Fulcher function, Eq. (12), τα = 1013 s× exp[950 K/(T − 86 K)],
of dielectric time constants for the α-process, cf. [63].

curve at its maximum at which ωLτOH ≈ 1 [363]. However, using the data in Fig. 43(b), correlation times can be determined
in the entire temperature range covered in Fig. 43(a) from the horizontal ‘‘shift’’ required to map the single-frequency 1/T1
data onto the susceptibility master curve. Here, this procedure yields τOH in the range from∼10−11 to∼10−8 s. Ultimately,
the long-time limit of this kind of analysis is set by the condition that 1/τOH should be significantly smaller than the low-
temperature line width of the nuclear probe.

The τOH time constants determined from this shift analysis, illustrated in Fig. 43, are included in Fig. 44, an Arrhenius plot
which also contains the structural relaxation time τα (from dielectric spectroscopy and from 13C-NMR) and the dielectric
Debye time, τD, for 1-butanol. Fig. 43 demonstrates that the time scales τα and τOH differ considerably, yielding a τOH/τα

ratio of about 5. . .10, in harmony with findings on other lower alcohols [44,329,355–359] and on the octanol 2E1H [210].
This time scale ratio translates into a considerable difference in the temperatures at which the alkyl versus the hydroxyl
motion slows down, i.e., in the temperatures at which the maxima in T−11 show up. For 2E1H this temperature difference is
about 20 K [210], see the solid lines in Fig. 45, a typical value for a number of alcohols [44,355–359].
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Fig. 45. The squares and circles represent spin–lattice relaxation rates probing the dynamics of the alkyl part and of the hydroxyl group, respectively, of
4M3H. Both sets of data were recorded at Larmor frequencies near 50 MHz, display 1/T1 maxima at T ≈ 254 K, and show that the dynamics of the OD
group is very similar to that of the overall molecular motion. The dashed and dash-dotted lines reflect measurements of the spin–lattice relaxation rates
of 2E1H. The arrow highlights that for 2E1H the temperatures at which the alkyl- and the hydroxyl-related rate maxima appear differ by about 20 K.
Source: Adapted from [220].

Rather than interpreting these observations in terms of intramolecular flexibility which was attempted for the lower
alcohols but was not found satisfactory [357], in [65] the observed τOH/τα ratio of about 5. . .10 for 1-butanol was linked to
the average size of the transient end-to-end chain of alcohol molecules. The same interpretation was given for the branched
octanol 2E1H [210] while on the basis of nuclear Overhauser enhancements measured for the unbranched monohydroxy
alcohol 1-octanol an aggregation in the form of a reverse micelle-like or worm-like structures was suggested [364]. A
significant time scale separation of the alkyl versus the hydroxyl group is typical for monohydroxy alcohols exhibiting a
large dielectric Debye process. However, such a separation does not appear in systems displaying only a weak Debye-like
process. This is illustrated for 4M3H, an alcohol with a sterically screened OH group, see the symbols in Fig. 45. Here the T−11
maxima reflecting the freezing of the alkyl and of the hydroxyl group dynamics appear at virtually the same temperature,
in contrast to the behavior of 2E1H and many other monohydroxy alcohols.

8.3. Slow motions and dynamic exchange

Slow molecular motions in the range from ∼10−4 s up to ∼1 s and in favorable cases also beyond are accessible using
NMR line shape analyses and two-dimensional exchange techniques [365]. Two-time stimulated deuteron echo experiments
were recently carried out for variousmonohydroxy alcohols as a function of themixing time tm, a time interval duringwhich
molecular dynamics can take place. All results obtained so far [210,220] yield stretched exponential orientational correlation
functions that resemble the behavior of typical supercooled organic liquids [366]. This means that in monohydroxy alcohols
these experiments also detect only the α process (or faster processes) but no slower relaxations. Furthermore, in solid-echo
spectra features peculiar for monohydroxy alcohols could not be identified to date. Therefore, there is no need to review
these experiments here in detail. The failure of the echo experiments to detect motions slower than the α-response was
previously rationalized as follows [210]: The α-process leads to an effective isotropization of themolecular orientations and
consequently to a complete decay of the two-time echo amplitude, F2(tm), thus precluding a detection of slower motions.
Spin relaxometry, on the other hand, involves rate averaging for sufficiently fast dynamics and thus does not suffer from
this drawback. Any line narrowing effects on solid-echo spectra specific to monohydroxy alcohols may be minute and thus
be hard to detect.

Dynamical processes slower than the α relaxation were previously studied for supercooled liquids using reduced four-
dimensional NMR [367] or four-time correlation functions. These allow for a detection of dynamic exchange processes, for a
review see [366]. Four-time echo functions, F4(tm1, tm2, tm3), involving three different mixing times, were recently recorded
for monohydroxy alcohols to study a peculiarity which has been noted for a range of neat monohydroxy alcohols [228,368]
and concerns the symmetric broadening of process II, i.e., the dielectrically detected α-relaxation peak. This symmetrical
shape, particularly evident from the dielectric loss spectra of dilutedmonohydroxy alcohols [187,369], is different from that
of typical glass formers. For latter the asymmetric shape of the corresponding loss peaks is thought to arise from dynamical
exchange processes taking place on time scales not much slower than that of the mean structural relaxation time [367].
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Fig. 46. Two-time echo function F2(tm) and four-time echo function F4(tfilter, tex, tfilter), both recorded for 2E1H at an evolution time of 15µs and corrected
for spin–lattice relaxation. Solid lines are fits using stretched exponential functions.
Source: From [371].

Thus, one may suspect that in monohydroxy alcohols the symmetric spectral shape hints at a relatively slow dynamical
exchange process, a conjecture recently tested by virtue of four-time correlation functions [370].

Corresponding experimental data recorded at 160 K at which τD/τα ≈ 1700 are shown for 2E1H in Fig. 46 together
with fits using stretched exponential functions. These data are corrected for spin–lattice relaxation. For the F4(tm1, tm2, tm3)
function filter time tfilter = tm1 = tm2 = 0.2 ms was chosen, resulting in a filter efficiency FE = 1 − F2(tm1) = 0.48,
and the exchange time tm2 was varied. However, the ratio of experimentally determined decay times τ4 and τ2, referring
to the decay of the F4 and the F2 functions, respectively, is that expected on the basis of the non-exponentiality of the F2
functions [202]. This demonstrates that theα-relaxation in 2E1H is dynamically heterogeneous, but indications of anunusual
dynamic exchange are not evident.

With respect to 2E1H it may be argued that the α process is partially submerged under the large Debye peak and thus
it may be questioned whether the relevant distribution of correlation times describing the structural relaxation is indeed
symmetrical. Such issues are not a concern in suitably chosen mixtures of 1-butanol (BuOH) with 1-bromobutane (BuBr)
for which the symmetric shape of a dielectrically fully resolved process II is evident [369]. Multiple-time stimulated-echo
experiments obtained for (BuOH)0.52(BuBr)0.48 near 116 and 111 K [370,371] strengthen the conclusion drawn already for
2E1H: A particularly slow dynamic exchange is not detectable for monohydroxy alcohols, still leaving open the question
regarding the origin of the spectral shape of process II in these substances.

9. Vibrational spectroscopy

Infrared (IR) and Raman techniques are sensitive to OH stretching vibrations and thus can yield detailed information
on the extent and kind of hydrogen bonding in monohydroxy alcohols. In liquids the two methods yield similar informa-
tion [372], however, when a hydrogen bond is formed the IR absorption typically increases much stronger (in some cases
by a factor of ∼20 [373]) than the Raman scattering intensity. The pending studies can be carried out in a wide spectral
range that is usually sub-sectioned into the far-infrared (FIR, ν̄ < 400 cm−1), mid-infrared (MIR, 400 to 4000 cm−1), and
near-infrared (NIR, 4000–14000 cm−1) regimes. In this chapter, wavenumber ν̄ = ν/c and frequency ν are occasionally
used interchangeably.

In Section 9.1 we will start reviewing recent findings for the fundamental modes of the OH stretching vibrations which
essentially probe localized properties [374]. In Section 9.2 we will discuss aspects of overtone spectra and Section 9.3 is
devoted to a discussion of experimental measures of anharmonicity and hydrogen bond cooperativity. The FIR or terahertz
response which is particularly sensitive to detect intermolecular degrees of freedom is dealt with in Section 9.4. Finally,
in Section 9.5 some recent developments in the field of pico- and femtosecond vibrational spectroscopy with its ability to
study ultrafast chemical exchange processes are mentioned.

9.1. Fundamental OH stretching vibrations

Various aspects of the stretching vibrations of hydroxyl groups in monohydroxy alcohols, e.g., with a focus on alcohol
clusters in the gas phase, from matrix isolation studies, or in the liquid state with emphasis on certain analyses were
reviewed recently [375–377]. IR spectroscopy on liquid monohydroxy alcohols has a long history, see, e.g., [378,379] for
classical accounts. There are numerous studies onmethanol [380–388], ethanol [344,383,388–390], propanol [388,391,392],
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Fig. 47. (a) MIR absorption spectrum of a 1.5 mol/l solution of C2H5OH in CCl4 recorded at room temperature. Typical bonding situations are shown. β
molecules donate and γ molecules accept hydrogen bonds, δ species do both and α species are free. Adapted from [424]. Copyright 1997, AIP Publishing
LLC. (b) MIR absorption spectrum of hydroxyl deuterated methanol, CH3OD, diluted in CCl4 . Note that H/D exchange in the hydroxyl group shifts the α to
δ bands down in frequency.
Source: Adapted from [427].
© 2003, AIP Publishing LLC. Courtesy of M. D. Fayer.

1-butanol [132,373,393–396], tert-butanol [134,397–399], and various isomeric species of octanol [228,319,397,398,400–
406], as well as other monohydroxy alcohols [341,407–411]. This compilation of articles is far from being exhaustive, but
it documents the continuing activity in the field. The more recent progress achieved in the interpretation of conventionally
recorded IR spectra is mostly due to the increased availability of quantum chemical calculations which specifically compute
vibrational spectra for these substances, see, e.g., [412–421]. In the following, we will focus on aspects that we feel are
important for the current discussion of themicroscopic understanding in relation to the dielectric Debye process. Fluorinated
monohydroxy alcohols [422] and thiols [423] will not be considered explicitly.

As an example for the unique potential of IR spectroscopy to provide details regarding the hydrogen bonding in
monohydroxy alcohols, in Fig. 47(a) we reproduce anMIR spectrum of ethanol, C2H5OH, diluted in CCl4 [424]. Various bands
are labeled in that figure according to the nomenclature by Graener et al. [425]: δ refers to hydroxyl groups that donate and
accept hydrogen bonds. Thus, molecules that are simultaneously proton acceptor and donor are located in the ‘‘middle’’ of
a supramolecular structure. The terminal positions are marked by either β , referring to molecules that accept but do not
donate, or by γ , referring to molecules that donate but do not accept hydrogen bonds; and isolated monomeric molecules
are designated asα species [426]. Their vibrational frequency is typically very close to that of theβ OH group. Thus, in accord
with Badger’s rule, stronger hydrogen bonds lead to more red shifted frequency positions. The given nomenclature does not
specify the intramolecular conformation of monohydroxy alcohols which anyway is usually hard to resolve in the liquids
state.

In Fig. 47(b) we show a spectrum of OD deuterated methanol diluted in a 10% CCl4 solution [427]. The frequency of the
stretching vibration of the hydroxyl group depends on its effective mass and thus is subject to an isotope shift of about
√
2 [428], but overall both spectra in Fig. 47 look very similar. The α to δ nomenclature is commonly applied also to the

deuterated species. Nevertheless, one has to bear in mind that this way of classifying bands of hydroxyl groups represents
a considerable simplification. A more detailed speciation is possible on the basis of density functional calculations, see,
e.g., [418]. In the cited work fully protonated methanol was studied, hence, the stretching vibration frequencies appear
in the ∼3000 to ∼3600 cm−1 range. Methanol clusters involving up to n = 7 molecules were taken into account and
a few examples from [418] are collected in Fig. 48. In addition to what is illustrated in Fig. 47 also branched hydrogen
bonds were considered. The density functional calculations yielded optimal geometries, vibrational frequencies, and the
total hydrogen bond energy, ∆Ehb, as well as the average energy, ∆Ēhb, per hydrogen bond. In [418] these energies were
defined as ∆Ehb = n E(monomer) − E(n-mer) and ∆Ēhb = ∆Ehb/m with m denoting the number of hydrogen bonds in
a cluster. In Fig. 48 the average energies per hydrogen bond, given for a few n-meric structures, were found in the range
of ∆Ēhb = 20 . . . 30 kJ/mol. A metric was identified in [418] that could explain the trend in the OH bond energies by
considering how an OH · · ·O donor–acceptor group bonds to the nearest and to the next nearest neighbors. Furthermore,
a linear relationship was established between the length of a covalent OH bond and its vibrational frequency νOH. This
relationship was found to be valid no matter whether so-called coupled or uncoupled modes were considered. In [418] νOH
was computed for CH3OH, contained in clusters otherwise made up of only CH3OH molecules (coupled case), or of CH3OD
molecules (uncoupled case). The alternative situation, νOD computed for CH3OD diluted in CH3OD (coupled) or in CH3OH



170 R. Böhmer et al. / Physics Reports 545 (2014) 125–195

Dimer 
18.6 kJ mol–1

c-Trimer 
18.9 kJ mol–1

b,c-Hexamer 
26.5 kJ mol–1

l-Tetramer 
23.5 kJ mol–1

Fig. 48. Examples of (CH3OH)n clusters and their average energy∆Ēhb per hydrogen bond according to quantum chemical calculations. Cyclic (c), linear (l),
and branched (b) n-mers are shown. The energy of the dimer is relatively low because cooperative effects are absent and that of the trimer is low because
the hydrogen bonds in this configuration are significantly strained. The energies for the tetramer and the hexamer clusters are in the range typically found
in experiments.
Source: Adapted with permission from Ref. [418] from which gives energies for many more clusters.
© 2008, American Chemical Society.
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Fig. 49. (a) MIR absorption spectra of 1-octanol focusing on the range of the OH stretching vibration. (b) Difference spectra, Ad(ν̄, Tref), generated using
the data in frame (a) for a reference temperature of tref = 10 °C, showing gain and loss peaks. The wavenumbers ν̄α/β , ν̄γ , and ν̄δ corresponding to the
various bands are marked.
Source: Adapted from [405].
© 2005, Elsevier.

(uncoupled) was not explicitly considered. So far detailed quantum calculations of vibrational properties focused mostly on
clusters of small molecules.

The existence of hydrogen bond cooperativity is also well known from vibrational experiments. As a recent example,
in Fig. 49(a) temperature dependent MIR spectra of 1-octanol are shown focusing again on the spectral region of the OH
stretching vibration. The main peak of the IR absorbance A(ν) and also of the Raman intensity I(ν), see [403], which is
dominated by the δ-band (sometimes called polymer band) undergoes a significant blue shift as temperature is increased.
The position of the α/β-band, stemming from non bonded or weakly bonded hydroxyl groups, on the other hand, varies
only little with temperature. The corresponding changes are more readily grasped from difference spectra, Ad, such as the
ones shown in Fig. 49(b). Here, Ad(ν, Tref) = A(ν, T )− A(ν, Tref) is plotted with Tref denoting an arbitrarily chosen reference
temperature. Not only changes in the α/β- and in the δ-band, but also in the γ -band, hard to recognize from Fig. 49(a), are
now immediately obvious from so-called gain and loss peaks. The arrow in Fig. 49(a) hints at a so-called isosbestic point
which arises in the presence (not only) of a two-state equilibrium. Various other scenarios can also lead to the occurrence
of quasi-isosbestic points [429].

There are numerous ways to highlight spectral changes that appear as a function of temperature (or of other variables
such as pressure, composition, etc.). Apart from simply providing fit parameters from a line shape analysis (which we will
not focus upon here), let us discuss two approaches, (i) a derivative analysis as summarized in the following and (ii) two-
dimensional (2D) correlation analysis as outlined in Section 9.2.

In the frame work of the derivative analysis, a wavenumber dependent effective energy E(ν) = −R ∂ ln I(ν)/∂(1/T )
[430] is calculated from the absolute Raman intensity, I(ν), [403] or similarly from the IR absorbance, A(ν) [405]; here
R is the gas constant. E(ν) as determined from the 1-octanol spectra in Fig. 49(a) is shown in Fig. 50. The condition
∂E(ν)/∂ν → 0 indicates the presence of the various OH oscillator states highlighted by the vertical lines in Fig. 49(b). The
energies corresponding to the δ, γ , and α/β bands can directly be read off from the horizontal bars in Fig. 50. The authors
of [405] emphasize that for 1-octanol the energy difference E(να/β , νδ) = E(να/β) − E(νδ) is about 27 kJ/mol and that for
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Fig. 50. Dispersion of the effective energy E(ν) ∝ ln X(ν)/∂(1/T ) calculated [403] from the data shown in Fig. 49. Here X(ν) denotes either the MIR
absorbance, A(ν), or the Raman intensity, I(ν). Horizontal bars are drawn at E(νδ) = −10 kJ/mol, E(νγ ) = +10 kJ/mol, and E(να/β ) = +17 kJ/mol.
Source: Redrawn from [403].

many alcohols this is a typical maximum hydrogen bonding energy. The energy of a terminal hydrogen bond, E(να/β , νγ ),
was estimated from E(να/β , νδ) − E(νγ , νδ) and found to be only about 7 kJ/mol, thus much smaller than E(να/β , νδ). The
cooperative energy itself was identified with E(νγ , νδ) and turned out to be ∼3 times larger than the energy of a terminal
hydrogen bond, see also [431].

Fig. 50 includes results from vertical–vertical (VV) polarized Raman spectra. In this context it is worthwhile to mention
that depolarized (horizontal–vertical, HV) Raman and polarized scattering do not yield identical results. Merely, the
wavenumber ν̄iso from the δ peak of the isotropic Raman profiles, Iiso(ν) = IVV(ν) − (4/3)IVH(ν), differs from the
wavenumber ν̄aniso at which the anisotropic profile, IVH(ν), is peaked. For 1-octanol at 10 °C this ‘‘non-coincidence effect’’
is evident from a 90 cm−1 red shift of the VV peak with respect to the HV peak [403]. In [403] the peak at νiso was assigned
to the in-phase collective mode of δ hydroxyl groups efficiently stabilized by specific cooperative effects. These can arise
from directly hydrogen bonded OH pairs aligned in a way so that a resonant energy transfer among them becomes likely.
The peak at ν̄aniso was ascribed to δ OHs performing either anti-phase collective vibrations or else uncorrelated vibrations.
The latter decoupled scenario can arise, e.g., from a wavenumber mismatch of the corresponding δ OH groups that in
turn is, for instance, caused by a distribution of inter-oscillator angles and distances. Conventional IR spectroscopy, with
ν̄aniso > ν̄IR > ν̄iso, is unable to distinguish isotropic from anisotropic contributions.

The examples presented here render it obvious that Raman and IR methods are not only powerful tools to selectively
study the properties of the molecular group that is held responsible for the generation of the monohydroxy alcohols’
supramolecular behavior. Merely, vibrational spectroscopy is indispensable when striving for detailed insights into the
cooperative nature of hydrogen bonding, to quantify hydrogen bond populations, as well as to monitoring their thermally
driven equilibration or the time evolution of its establishment subsequent to external perturbations. Several applications
along these lines as well as some developments pushed forward (e.g., with the goal to enhance spectral resolution) will
therefore be reviewed in the following subsections.

9.2. Vibrational overtones and hydrogen bond equilibria

Due to the anharmonicity of the vibrational potential, overtones are allowed, with the first hydroxyl overtones typically
appearing in theNIR spectral range. As an example, in Fig. 51 spectra of diluted 1-pentanol are compared to that of 1-pentane
[409]. Due to the existence of various overtone and combination bands the NIR range is relatively crowded and thus for a
band assignment it may be useful to consult compilations of spectra, e.g., [432]. To some extent an overlap of different vibra-
tional components is also present in the range of the first OH stretch overtone. But fortunately the overlaying first overtones
of the CH stretches can often be disentangle by comparison, e.g., with spectra of similarmolecules devoid of hydroxyl groups
(here 1-pentane) or by analyzing difference spectra. In order to resolve spectra further, various statistical techniques have
been exploited [409]. Also, the 2D correlation analysis mentioned in Section 9.1 was applied in this context.

To perform a 2D correlation analysis, a set of s difference spectra, for suitably chosen reference temperatures also termed
dynamic spectra [375], Ad

j (ν) with j = 1 to s is required. In the spirit of ideas developed for the analysis of time series,
it turned out useful to construct so called synchronous spectra, Φ(ν1, ν2), and asynchronous spectra, Ψ (ν1, ν2). These are
defined according to [375,433]

Φ(ν1, ν2) =
1

s− 1

s
j=1

Ad
j (ν1)Ad

j (ν2) and Ψ (ν1, ν2) =
1

s− 1

s
j=1
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j (ν1)

s
k=1

HjkAd
k(ν2), (20)
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Fig. 51. NIR spectra of 0.1 and 0.5 M 1-pentanol in CCl4 (solid lines) and 1-pentane (dotted line). The spectra are normalized to the intensity of the band
at 1200 nm.
Source: Adapted with permission from [409].
© 2002, American Chemical Society.

Fig. 52. Examples for results of 2D correlation analyses. (a) Synchronous and (b) asynchronous NIR correlation spectra of hydroxyl deuterated 1-butanol-
d1 constructed on the basis of spectra recorded in the temperature range from 20 to 85 °C. (c) Asynchronous spectra of fully protonated 1-butanol on the
ν1 axis versus 1-butanol-d1 , on the ν2 axis, calculated from absorbance data in the same temperature range. Negative peaks are hatched.
Source: Reprinted with permission from [394].
© 2000, American Chemical Society.

on the basis of the difference spectra. The Hjk matrix mediates a Hilbert transform. Off-diagonal intensity arises in 2D
spectra, constructed according to Eq. (20), if features in the corresponding dynamic spectra evolve differently as a function
of the external parameter (here: temperature). In Fig. 52(a) and (b) we reproduce synchronous and asynchronous spectra,
respectively, of hydroxyl deuterated 1-butanol-d1 [394]. Prominent OD stretching overtones appear near 5270 cm−1
(monomer band) and near 4800 cm−1 (polymer band) and their ‘‘auto’’ peaks show up on the diagonal in Fig. 52(a). The
intense ‘‘cross’’ peaks between them are negative (indicated by gray hatching) implying that temperature variations change
the intensity of the polymer versus monomer band in opposite directions. The asynchronous spectrum, Fig. 52(b), reveals
that the intensity change near 5270 cm−1 proceeds at a rate smaller than intensity changes at any other wavenumber.
From this observation it was concluded that the thermal dissociation of the polymers into the monomers proceeds through
intermediate species [394]. The heterospectral 2D plot reproduced in Fig. 52(c), based on an analysis involving hydroxyl
protonated and hydroxyl deuterated 1-butanol, looks very similar to that shown in Fig. 52(b). Thus, despite their vastly
different stretching frequencies the bands of both isotopomers exhibit the same temperature trends.

Generally, it was found that this kind of analysis can help in enhancing the effective resolution and in securing the as-
signment of IR spectra, e.g., when trying to disentangle nearby bands that can appear in the presence of rotational iso-
merism [393] or in the context of chiral discrimination [400]. Isotopic dilution is usually not helpful in this respect, because
it was noted that it does not reduce the line width significantly if it is due to the disorder inherent in the liquid [434]. Fur-
thermore, 2D correlation analysis also allows one to combine spectral information from NIR and MIR or from IR and Raman
spectroscopies. Of course, due to the involved processing of the raw data particular caution and experience is required to
interpret the resulting 2D spectra properly [375,433,435]. It is noted that 2D correlation analyses were recently carried out
also in the fields of dielectric [436] and mechanical spectroscopy [437].
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a b

Fig. 53. (a) Room temperature NIR spectra focusing on the spectral range of the first OH stretching overtone for the octanols 3M3H, 4M3H, 5M3H, and
6M3Hmeasured for a 1 mm path length [438]. (b) Temperature dependent spectra of 4M3H (measured for a 2 mm path length) reprinted with permission
from [228]. Copyright 2013 AIP Publishing LLC. The α/β , γ , and δ bands are highlighted by arrows.

Let us now examine effects ofmolecular branching on the NIR absorption. In Fig. 53(a) spectra for various octanol isomers
are shown. One recognizes that the strength of the bands depends sensitively on themolecular structure and in particular on
the position of themethyl group in the series of j-methyl-3-heptanol (jM3H)moleculeswith j = 3, 4, 5, and 6. Themonomer
band is larger if the hydroxyl group is sterically shieldedmore efficiently. At 300 K at which these spectra were recorded the
other (γ and δ) bands are quite broad. However, this situation changes if temperature is lowered. In Fig. 53(b) spectra for
4M3H are shown that reveal a decrease of the α/β band and an increase of the δ band upon cooling [228]. Furthermore, the
peak showing up near 1470 nm at 300 K that might be due to (cyclic) oligomers [402] seems to shift to longer wavelengths
as T is reduced. A red-shift also of the δ band is observed from Fig. 53(b) as well as for other monohydroxy alcohols [228].
Typically this red-shift is interpreted to indicate a strengthening of the hydrogen bonds inwhich the δ OHgroups participate.
This strengthening of the O · · ·H bond destabilizes the covalent O–H bond thereby reducing the frequency of the associated
stretching vibration.

An analysis of the temperature dependent absorbance spectra is often performed using van’t Hoff plots. An example
is shown in Fig. 54(a) which includes absorbance ratios for a number of monohydroxy alcohols with different alkyl chain
length and molecular branching. An equilibrium constant K and a reaction enthalpy ∆H is estimated from this kind of
representation according to the van’t Hoff equation, written here as

log10 K ∝ log10
A(λα/β)

A(λδ)
= −

∆H
R ln(10)

·
1
T
+ const. (21)

Eq. (21) assumes that a description in terms of a two-state equilibrium (here involving the α/β and the δ species) is
appropriate, that the number of participating species is properly reflected by the absorbances, and that their variation is
indeed dominated by changes of these numbers (and not, e.g., by changes of the anharmonicity, cf. Section 9.3).

Even without taking for granted that the absorbance variations reflect only population changes, from Fig. 54(a) it is
obvious that for many monohydroxy alcohols a change of behavior occurs for temperatures near 250 K. Similar nontrivial
temperature dependences are reflected also in other static quantities, such as the dielectric constant or the proton chemical
shift for a large number of monohydroxy alcohols [228], see Fig. 55(a) for an example, as well as in dynamic quantities (such
as the dielectric Debye relaxation time τD [63], see Fig. 25). A Raman scattering study of 1-butanol also identified particular
behavior near 250 K and 3330 cm−1 [132]. On the other hand, from a van’t Hoff plot for 1-octanol Raman [403] and IR
spectroscopy [405] (not extending to below 10 °C) a hint was obtained that a change in the hydrogen bonding energies
occurs at∼320 K.

The enthalpy∆H , can be calculated from the data shown in Fig. 54(a) by taking the derivative R ln(10)∂ ln[A(λα/β)/A(λδ)]
/∂(1/T ), see Fig. 54(b). For T > 220 K the effective enthalpies are seen to increase with increasing temperature, at the
highest temperature accessible in [438] reaching ∆H ≈ 25 kJ/mol a value very similar to that discussed in the context
of Fig. 49(c). In various NIR studies on (also other) hydrogen bonded systems only temperatures lower than ambient were
covered, see, e.g., [228,439,440] and enthalpies smaller than 25 kJ/mol were reported. For T < 220 K enthalpy values of just
a few kJ/mol are found for all monohydroxy alcohols represented in Fig. 54(b). On the basis of only a subset of the substances
compiled in Fig. 54(b), the finding of this small ∆H was interpreted to hint at a population equilibrium involving different
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Fig. 54. (a) Van’t Hoff plot for the absorbance ratio ofmonomer and polymer bands for 2-hexyl-1-decanol (2H1D), 3, 7-dimethyl-1-octanol (3, 7D1O), 2E1H,
4M3H, 5-methyl-2-hexanol (5M2H), 1-butanol (1BuOH), and 1-propanol (1PrOH) with data taken from [228,238,370]. Overall A(λα/β )/A(λδ) increases
with increasing alkyl chain length because at stronger ‘‘dilution’’ of the hydroxyl group the probability of finding hydrogen bonding partners is reduced.
(b) Reaction enthalpies ∆H obtained from the derivative R ln(10)∂ ln[A(λα/β )/A(λδ)]/∂(1/T ) of the data shown in frame (a). One recognizes clearly that
∆H increases from just a few kJ/mol at low temperatures to∼25 kJ/mol at T = 360 K.

0

a b

Fig. 55. (a) Temperature dependence of several static quantities measured for 2E1H. Changes are observed near 250 K in the dielectric strength, ∆εD
(circles), in the absorbance maximum near 1620 nm, and in the chemical shift, δ̄OH(T ), of the hydroxyl proton. The inset demonstrates that near Tg the
absorbance A1620(T ) is ‘‘frozen in’’ on the time scale of the experiment. The dashed arrow indicates that for long waiting times tw the peak absorbance
returns to its extrapolated equilibrium value. (b) Temperature dependent dielectric relaxation times for the Debye process (closed circles) and for the
α-process (open circles). The solid lines are fits using the Vogel–Fulcher equation, (12). The cross marks the time constant τex governing the equilibration
of the time resolved NIR spectra. The inset shows the time dependence of the NIR absorbance at 142 K together with an exponential fit (dashed line).
Source: Adapted from [64].
© 2011, American Physical Society.

(e.g., chain-like and ring-type) supramolecular hydrogen bonded structures that are energetically almost equivalent [228].
While ∆H shows little variation when comparing different monohydroxy alcohols, from Fig. 54(a) it is obvious that in the
low-temperature regime, by and large, the absorbance ratio does increase with increasing overall molecule size. In other
words, the density of the non- or weakly bonded OH groups relative to that of the bonded ones increases. This is plausible
because if the alkyl chain becomes bulkier and bulkier, then it will become more and more difficult to find a hydrogen
bonding partner. This notion is indirectly confirmed by a recent dielectric studywhich shows that for amonohydroxy alcohol
with 24 carbon atoms, supramolecular association is suppressed to an extent that not even a small Debye process can be
detected [222].

For many monohydroxy alcohols the temperature dependent absorbance ratio does change slope not only near 250
K. Also the glass transition temperature typically marks itself as a change of absorbance properties in monohydroxy
alcohols [64] as well as in other glass formers [238,440,441]. In Fig. 55(a) absorbance data for 2E1H are shown (similar
plots for several other monohydroxy alcohols are presented in [228]). In the inset of Fig. 55(a) one recognizes that a break in
slope occurs near the calorimetric glass transition temperature [64]. This result suggests that the time scale which governs
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the establishment of the hydrogen bond population in 2E1H is given by the structural relaxation time, τα , and not by the
time scale of the dielectric Debye process, τD, which at Tg,cal is∼3 orders of magnitude longer than τα [228].

The equilibration of the hydrogen bond distribution and thus the time scale of the ‘‘chemical exchange’’ among different
bonding states of the hydroxyl group can bemonitoredmore directly by recording the time resolved absorbance subsequent
to an external perturbation induced, e.g., by a jump [442,443] or by a (harmonic) variation [444] in pressure or temperature.
The inset of Fig. 55(b) shows the time evolution of the normalized absorbance ∆An(t) of 2E1H that was initiated by a 3 K
downward jump in temperature. The exchange time scale τex extracted from the data in this inset can then directly be com-
pared with τD and τα , see the Arrhenius plot, Fig. 55(b), confirming the above conjecture that τex and τα virtually coincide.

Chemical exchange cannot only be monitored by vibrational spectroscopy on ultraslow time scales, but certainly also
with microsecond time resolution (and subsequent to an electrical field perturbation [445], not applied to monohydroxy
alcohols so far), and even in the sub-picosecond regime, see Section 9.5.

9.3. Anharmonicity and hydrogen bond cooperativity

How much of the (temperature dependent) intensity change of the overtone bands seen, e.g., in Fig. 53(b), is due to
a variation of anharmonicity effects? The answer is: Apparently very little! Let us give some background [372,434,446]
to justify this answer properly. In a Morse potential the lowest-order anharmonic oscillator frequencies are νυ = υiν0 +

υi(υi+1)X or νυ = υiν0 [1−xe(υi+1)]. Here, ν0 is the harmonic frequency, υi = 0, 1, 2, . . . vibrational quantum numbers,
and xe > 0 the dimensionless anharmonicity constant. Often the anharmonicity constant also is given in wavenumber
units as X = −ν0xe. Using these notations, the fundamental vibration (υi = 1 → 0 or |1⟩ → |0⟩ transition) appears at
ν1 = ν0 (1−2xe) = ν0+2X and the first overtone (|2⟩ → |0⟩ transition) at ν2 = 2ν0+6X or ν2 = 2ν1 (1−3xe)/(1−2xe) ≈
2ν1 (1 − xe − 2x2e ) < 2ν1. The latter approximation is valid for small xe (which typically is of the order of a few percent).
The anharmonicity ν0xe of the OH stretching vibration was related to the O · · ·O distance [447]. While we deal here solely
with the first OH overtone, in general it may be useful to consider higher overtones as well [389].

Regarding the origin of the anharmonicity [434,446], one often distinguishes two types (i) themechanical anharmonicity,
due to the non-harmonic terms of the vibrational potential, and (ii) the electrical anharmonicity. The latter generally arises
if the transition dipole moment µ(Q ) depends on the normal coordinate Q describing the vibration. One way to handle
this situation, is to expand µ(Q ) in terms of a Taylor series with coefficients µn = (dnµ/dQ n)/n! [434]. Mechanical
anharmonicity is then needed to giveµ1 appreciable weight. Another way is to consider (smooth) dipole moment functions
µ(Q ). This allows one to calculate the vibrational frequencies, νυ , and also their integrated band intensities, Aυ . Based on
plausible assumptions for µ(Q ), for uncoupled vibrations from [448] the relative intensity of the first overtone band can be
estimated asA2/A1 ≈ 4xe (1−5xe)/(1−3xe)2 ≈ 4xe (1+xe).Within this small xe approximation the overtone is proportional
to xe (and to the intensity of the fundamental band). It is noted, however, that in the frame work of other approaches and
for specific choices of µ1 and µ2 even opposing trends can arise for A1 versus A2 [434].

Let us now discuss experimental determinations of anharmonicity constants for monohydroxy alcohols. When only
considering the fundamental and first overtone band in wavenumber units one often writes X12 = ν̄2/2 − ν̄1 (<0). The
anharmonicity constant for the monomer band of methanol, CH3OH, was found to be X12 = −80 cm−1 and for the polymer
band −94 cm−1 (in dilute solution at −190 °C) or −115 cm−1 (in the pure liquid at room temperature) [449]. For the
temperature dependence dX12/dT = 0.2 . . . 0.3 cm−1/K , was reported for several protonated monohydroxy alcohols,
implying that the anharmonicity is smaller for lower temperature [450]. This could indicate that theO–H · · ·Obondbecomes
more symmetric upon cooling. The anharmonicity of methanol displays an isotope effect expressed as X12(OH)/X12(OD) ≈
0.6 . . . 0.7. For several deuterated monohydroxy alcohols one finds dX12/dT = 0.1 . . . 0.2 cm−1/K [450].

Let us nowdiscuss the concept of hydrogen bond cooperativity [66]which iswell established and, as already emphasized,
backed up by a host of experimental observations and computations. In this context it is worthwhile to mention
Car–Parrinello molecular dynamics simulations which found that the electrical dipole moment µ of methanol depends on
the number of hydrogen bonds it forms [104]: Values for µ of 2.06, 2.24, 2.71, and 2.99 D were reported as the number of
hydrogen bonds per molecule increases from zero to three.

In the following we recapitulate an approach that allows one to quantify hydrogen bond cooperativity using vibrational
spectroscopy, by means other than already discussed in the present Section 9. It has been suggested that simultaneous
photon absorption of monohydroxy alcohol molecules that are in close spatial proximity can quantify cooperativity [451].
It is well known that adjacent molecules can absorb a single photon simultaneously and ‘‘share’’ its energy so that all of
these molecules become vibrationally excited at the same time. The experimental approach presented in [451] is based on
using isotopically enriched (CD3OH)x(CD3OD)1−x mixtures, so that the concentration of neighboring OH · · ·OH pairs can be
tuned experimentally if the CD3OH mole fractions x is sufficiently small. In Fig. 56(a) normalized NIR spectra are shown in
the OH overtone region for x = 0.05, 0.1, 0.2, and 0.3 from which the absorbance of neat CD3OD was already subtracted.
The overtone intensity (at 2×3343 cm−1) was found proportional to x, as expected for absorption by singlemolecules [451].
The simultaneous absorbance intensity, on the other hand, was shown to display an x2 dependence. This quadratic effect
demonstrates that near 6720 cm−1 (adjacent) pairs of hydrogen bonded hydroxyl groups are the absorbing species.

By suitably subtracting the overtone contributions from the spectra shown in Fig. 56(a) a ‘‘simultaneous absorption band’’
is obtained, see Fig. 56(b). Interestingly, its intensity maximum shows up at a frequency larger than corresponding to the
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Fig. 56. (a) Absorbance of (CD3OH)x(CD3OD)1−x mixtures for x = 0.05, 0.1, 0.2, and 0.3. The simultaneous absorption increases with increasing x after
scaling the spectra at 6300 cm−1 , which is slightly below the OH stretch overtone maximum. (b) The solid curve represents the ‘‘simultaneous absorption
band’’ as obtained by subtracting the absorption from a sample with x = 0.05 from one with x = 0.2. The dashed curve represents the fundamental
MIR spectrum corresponding to the OH stretching vibration, but with the frequency axis multiplied by a factor of 2. The maximum of the simultaneous
absorption occurs at a frequency that is 36 cm−1 higher than twice that of the fundamental frequency.
Source: Reprinted with permission from Ref. [451].
© 2007, AIP Publishing LLC.

sum of the fundamental frequencies of each molecule in the simultaneously absorbing pair [452]. The positive frequency
shift of 36 cm−1 is thus interpreted as a measure of the interaction strength between the vibrationally coupled OH bonds.

All mechanisms that conceivably mediate an interaction among the simultaneously absorbing species are short ranged:
Dipolar couplings decay as d−6, with d measuring the distance between the hydroxyl groups; other couplings would imply
an even stronger dependence on d. Therefore, in dilute solutions only OH bond pairs have been argued to be relevant in
rationalizing the effect. It was pointed out in [451] that the observed frequency shift of the simultaneous photon absorption
is about two times smaller than the shift determined from the Raman non-coincidence effect (see the discussion below
Fig. 49) in (isotopically pure) methanol. This observation was rationalized by noting that in the neat liquid, each OH group
can interact with at least two OH groups. Thus simultaneous absorption as well as the Raman non-coincidence effect, can
yield the coupling strength of vibrations that share similar frequencies [451]. Two-dimensional vibrational spectroscopy,
on the other hand, see Section 9.5, is only suited for this purpose if the corresponding vibration frequencies are sufficiently
well separated.

9.4. Terahertz dynamics

The FIR or (sub-)millimeter regime, nowadays usually called THz spectral range, was long deemed experimentally hardly
accessible. Nevertheless, the dielectric response can be probed in this range using classical techniques [392,453,454] and
using more recent (typically time-domain) methods [455–464]. For a short survey on some of them see [465,466]. When
comparing different techniques it is useful to keep inmind that 30GHz, 1 cm−1, and 0.124meV refer to the same ‘‘frequency’’.

Apart from absorption based spectroscopies, THz dynamics is also accessible via incoherent inelastic neutron scattering
[467–470] and using low-frequency Raman techniques. Here one usually monitors the relaxation of the anisotropic
component of the polarizability either as depolarized light scattering in the frequency domain [266,463,471,472] or in
the time as pulse response function via the Raman-induced optical heterodyne-detected optical Kerr effect (OHD-OKE)
[260,473–476]. While the electro-optical Kerr effect is sensitive to the dynamics of the Debye process, see Section 6.2, OKE
obviously is not, as will become clear in the following.

Let us therefore compare the collective anisotropic polarizability fluctuations [477] with those of the electrical dipole
moment for the example of methanol at 25 °C, see Fig. 57 [463]. Here the FIR absorption [more precisely the dielectric loss
ε′′(ν)] is shown together with the depolarized (VH) Raman scattering. To facilitate a comparison of the results from the
two techniques, the low-frequency Raman intensity, I(ν), is transformed to the imaginary part of the complex dynamic
susceptibility, χ ′′(ν) = I(ν)/[b(ν) + 1], using the Bose population factor, b(ν) [463]. The intermolecular vibration and
libration bands, visible in the Raman spectrum, could be described by a superposition of exponential relaxation processes
and damped oscillator modes as indicated in Fig. 57 [463].

Fig. 57 documents that, apart from the τ1 contribution which is missing in the Raman spectrum, the other processes
show similar characteristic frequencies suggesting that the dielectric and the Raman relaxation modes reflect a common
molecular dynamics. When it is recognized that here a rank ℓ = 1 technique (see Section 5.1), dielectric spectroscopy, is
compared with Raman scattering for which ℓ = 2, it becomes clear why the time scales of the various processes agree
within a factor of ≤ 3. A ratio of τℓ=1/τℓ=2 = 3 is expected for rotational diffusion processes according to Eq. (17) and
many reasons are known that can render this ratio closer to 1, see, e.g., [478]. Most importantly, however, it was found that
the cooperative dielectric Debye process (time scale 51.8 ps) is not Raman active [463]. Similar observations were made for
water in that reference.
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a

Fig. 57. (a) Illustration of low-frequency vibrational and librationalmodes adapted from [453]. (b) Dielectric loss ofmethanol (black symbols) decomposed
into five different relaxation modes. After subtracting the τ1 contribution, corresponding to the dielectric Debye process (and highlighted by the shading),
a residual is obtained (blue symbols) that strongly resembles the Raman susceptibility shown in panel (c). (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
Source: Adapted with permission from [464].
© 2010, American Physical Society.

Little seems to be known with certainty regarding the proper assignment of hydroxyl group related modes in monohy-
droxy alcohols [453] also since FIR vibrational frequencies are typically calculated in the gas phase [479]. As sketched in
Fig. 57 intermolecular O · · ·H stretching frequencies νσ are typically found in the 100 . . . 200 cm−1 range (corresponding to
wavelengths of 100. . .50 µm) and torsional or out-of-plane bending modes typically appear at νt ∼ 650 cm−1.

Terahertz time domain spectroscopy covering the range from 0.2 to 2.5 THz was performed for a host of other alco-
hols [455]. A broad vibrational mode around 1.2 THz (40 cm−1) was identified as the so called Boson peak [460]. This
low-energy excitation is also well-known from Raman and neutron scattering, e.g., in methanol [469] or ethanol [467]. It
identifies itself as a broad feature in the 5. . .10 meV range. Density functional calculations suggest that in methanol oscilla-
tions of methyl groups around the OH · · ·O segments of hydrogen-bonded chains also contribute in the frequency range up
to about 50 cm−1 [470]. In the older dielectric literature the term Poley absorption was often used for features in this spec-
tral range (smaller than ∼100 cm−1) and understood to stem from molecular librations in a potential well that arise from
inelastic molecular collisions of dipolar molecules [454]. For a recent discussion of this absorption and other low-energy
excitations dealing, however, not explicitly with monohydroxy alcohols, see [480].

Vij et al. [456] studied various neat 1-alcohols and for the O · · ·H stretching vibrations these authors report resonance
frequencies νσ ranging from 110 cm−1 (ethanol) to 160 cm−1 (hexanol). For the 100–250 cm−1 range methyl rotations
about C–O bonds coupled with translational and librational modes were suggested to play a role in methanol [470]. For
larger monohydroxy alcohols, in the 220 to 250 cm−1 range, the O · · ·H stretching vibrations were conjectured to interfere
with CH3 torsion modes [456]. For methanol, calculations indicate that low-lying modes (200 cm−1) are hardly affected by
deuterating the hydroxyl group unlike what is observed for the out-of-plane bending which then shifts to νt ∼ 650 cm−1,
see Fig. 3 in [85]. Interestingly, also various pure heptanol isomers were examined [456] and for the sterically hindered
4-heptanol, a ‘‘closed n-mer liquid lattice mode’’ was assigned to an absorption feature near 360 cm−1.

Many more FIR data are available on monohydroxy alcohols in solutions of, e.g., alkanes, than in the pure liquid state.
However, inferences from dilute solution studies are not always simple because even for long-chain alkanes (larger than
n-butane) a weak FIR absorption exists. This absorption hints at a small (permanent or induced) dipole moment of∼0.1 D
the existence of which still lacks an unambiguous microscopic explanation [481,482].

9.5. Ultra-fast relaxation and two-dimensional chemical exchange

Unlike the 2D analyses reviewed in Section 9.2, the 2D spectra discussed here are based on the creation and detection of
coherent quantummechanical states, for reviews see, e.g., [483–486]. While we focus here on spectroscopy of the hydroxyl
group, it is noted that the C–O stretching vibration has also received attention [487,488]. Before dealing with the 2D
experiments, let us briefly discuss one of their predecessors, IR hole burning spectroscopy. A typical experimental scheme is
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Fig. 58. A pump-probe spectrum of 10 mol% CH3OD in CCl4 (solid line) is compared with a temperature difference spectrum of 26 mol% CH3OD in CCl4
(dashed line). For the latter a 294 K spectrum was subtracted from a 301 K spectrum which changes the absorbance of the δ band (near 2500 cm−1) by
−0.045. After normalizing the spectra to maximum amplitude, they are virtually identical. The small differences between the pump–probe spectrum and
the temperature difference spectrum reflects the use of different samples.
Source: Adapted from [427]. Courtesy of M. D. Fayer.

that first, using an intense narrowband (picosecond) pump beam, a given spectral position, e.g., in the OH stretching region,
is excited. After a waiting time, the entire spectrum is probed using a broad-band (femtosecond) optical pulse (for a brief
discussion of pump–probe experiments combining optical excitation with soft X-ray detection, see Section 0).

Results of a pump–probe experiment on CH3OD diluted in CCl4 are shown in Fig. 58 (solid line) as the difference signal
of the absorbance before and 30 ps after a pump pulse [427]. It has been emphasized that the interpretation of the spectral
changes is not at all unique, an ambiguity that can, however, be removedusing 2D spectroscopy. Anticipating the result [427],
it can be said that the feature near 2440 cm−1 is due to hydrogen bond breaking. After the pump the δ band is depleted,
in Fig. 58 represented by the downward going absorbance change, and the γ band gains intensity, as can be seen from the
upward going feature near 2600 cm−1. Phenomenologically, these changes are similar to those effected by an increase of
the sample temperature.

Indeed, the temperature difference spectrum (with∆T = 9 K) [494] shown in Fig. 58matches the pump–probe spectrum
in that figure after appropriate amplitude scaling [and resembles the one presented in Fig. 49(b)]. The estimated temperature
increase of ≈ 0.01 K [494] induced via energy deposition during the laser pulse is much too small to explain the effects
seen in the pump–probe spectrum. By increasing the waiting time between pump and probe pulses and recording the
time dependent re-equilibration of the spectra this technique was exploited to study vibrational relaxation times and,
by additionally analyzing perpendicular and parallel polarizations between pump and probe beams, also the orientational
relaxation becomes accessible [425,424,489–494]. Transient IR spectroscopywas applied to ethanol for which several dilute
CCl4 solutions and also the neat liquid was studied [495]. Under the assumption that the chain-like clusters are formed for
pure C2H5OH it was estimated that they contain 11–16 molecules.

In order to study exchange processes in the present context, conceptually the simplest approach is again to use hole
burning laser spectroscopy. The full 2D information can in principle be gained by varying the frequency of the pump beam
step by step across the entire vibrational band, so that one pumps one mode at a time and probes the response of any other
mode. With the advent of techniques allowing to shape ultra-short laser pulses properly [496], this kind of information can
be obtained much more elegantly using vibrational three-pulse stimulated-echo techniques. These methods were applied
to study the hydrogen bond breaking for methanol diluted in CCl4 [424,497,498].

Before discussing the results let us briefly outline the measuring principle by means of Fig. 59 [499]. A short pump pulse
creates a coherent superposition (represented by dashed arrows) of the vibrational ground state |0⟩ and first excited state
|1⟩ of the tagged hydroxyl stretching mode. After a pulse delay τ1 a second pulse converts this coherence into population
state (solid arrow). The dynamics under study can then take place during a long waiting time τ2 (or Tw), here illustrated by
a shift in the |1⟩ level. After the third pulse, vibrational echo emission (wavy arrow) can occur during a time τ3. By taking
the Fourier transform of the emission signal (and down-conversion using a local oscillator signal) the spectra on the ‘‘direct’’
frequency axis (usually denoted as ω3 = ωProbe = ωm) are obtained. The ‘‘indirect’’ frequency axis (ω1 = ωPump = ωτ ) can
be accessed by incrementing τ1 and carrying out another Fourier transform. If the |1⟩ level is the same before and after the
TW , the vibrational frequency denoted here ωA and ωB, respectively, are the same and a diagonal peak will occur in the 2D
spectrum. If changes have occurred, then off-diagonal peakswill showup. Generally, these so called cross peaks indicate that
energy or coherence transfer, chemical exchange or other kinds of exchange have happened during Tw . Chemical exchange
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a

b
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Fig. 59. Illustration of 2D spectra used to track chemical exchange between two states A and B, e.g., referring to differently hydrogen bonded species.
(a) If no exchange has taken place on short time scales Tw only a diagonal spectrum is observed with one peak for each species. (b) During sufficiently
long Tw times state A can transform into B and vice versa so that off-diagonal peaks develop. The three-pulse vibrational stimulated-echo sequence is
schematically depicted using an energy level diagram focusing on the |0⟩ → |1⟩ absorption transition. The dashed arrows symbolize pulses that convert
population into coherence states; the solid arrow symbolizes a pulse that converts coherence into population. The wavy arrows represent vibrational
emissions. (c) Similar to (b) but now including the |2⟩ → |1⟩ pathway which gives rise to red-shifted (negative) emission peaks.
Source: Adapted from [499]. Courtesy of M. D. Fayer.

rates can be determined by measuring the time-dependent increase of the off-diagonal intensity, if peak attenuation due to
vibrational lifetime and other relaxation process are properly accounted for.

Apart from stimulated absorption (positive peaks) also excited-state echo emission (negative peaks) can appear; in
Fig. 59(c) this is indicated by the |2⟩ → |1⟩ transition. Then, the emission peaks are red-shifted along the ωm axis by
the amount of the vibrational anharmonicity which here is chosen such that the |0⟩ → |1⟩ and the |2⟩ → |1⟩ peaks do
not overlap. The shift to lower frequency occurs because in the excited state the OH bond is slightly elongated. Generally,
the sign of the cross peaks depends on whether the fluctuations of the transition frequencies ωA and ωB are positively or
negatively correlated with each other.

In Fig. 60 we reproduce 2D exchange spectra that were recorded for mixing times (a) smaller and (b) larger than the
chemical exchange time τex [424]. By analyzing spectra for a large number of TW , the exchange process can be monitored
via the growth of the cross peak at (ω1 = ωτ ≈ 2500 cm−1, ω3 = ωm ≈ 2600 cm−1). These two wavenumbers refer to the
δ and the γ band, respectively, hence this cross peak indicates the dissociation of a hydrogen bond. Several bond breaking
mechanisms were considered in [424]. A detailed analysis revealed preferred breaking of strongest hydrogen bonds (i.e., of
those on the low frequency side of the δ band) [424]. This at first surprising feature that the strongest bonds break first was
further examined theoretically [105,500,501].

The results in this section show that, due to their special supramolecular behavior, monohydroxy alcohols are not only
fascinating liquids to study but merely that in many instances their particular properties have made them an ideal testing
ground for the development of novel experimental techniques with the vibrational methods discussed here constituting
formidable examples.

10. Variations on a theme? — Debye-like relaxations in other (viscous) liquids

Are there molecular functionalities other than, e.g., the well polarizable hydroxyl group that are giving rise to Debye-like
behavior? And to render this question well defined: what should be considered as Debye-like relaxation? In a first step one
may be tempted to state that the defining property of a Debye (-like) process is its single exponential appearance in the time
domain. However, it is clear that this ‘‘definition’’ by itself is insufficient because itwould for instance apply to single-particle
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Fig. 60. 2D exchange spectra of 10mol% CH3OD in CCl4 recorded for (a) small and (b) large waiting times Tw . The intensities of the contour plots in (a) and
(b) are normalized separately and thus cannot be compared directly. (a) At Tw = 450 fs one recognizes positive (red) diagonal intensity from the |0⟩ → |1⟩
transitions of the δ and γ bands. The negative (blue) off-diagonal peak stems from the |2⟩ → |1⟩ band, downshifted with respect to the |0⟩ → |1⟩ band by
∼ 150 cm−1 due to vibrational anharmonicity. (b) At Tw = 5 ps themain band on the diagonal has changed its shape andmost importantly a new negative
off-diagonal peak appears indicating a δ to γ transition. (c) Projection of the integrated intensities onto the ωm axis for the 5 ps spectrum (dashed line).
The solid line represents results from model calculations. (For interpretation of the references to color in this figure legend, the reader is referred to the
web version of this article.)
Source: Adapted from [427]. Courtesy of M. D. Fayer.

phenomena in orientational crystals [502]. Hence, one may require that additional conditions be fulfilled: For instance that
the Debye process should be slower than the calorimetrically active (structural) relaxation, but the δ-mode in some liquid
crystals do also comply with this requirement [503].

Is the involvement of hydrogen bonds mandatory in generating a genuine Debye (-like) process? This can be doubted:
In [187] the possibility was raised that also the strongly electronegative halogens with their ability to facilitate intermolec-
ular association [504,505] could give rise to Debye-like features, albeit not particularly intense, in suitable liquids. For ethyl-
hexylamine, a substance featuring an NH2 group, a weak Debye-like feature has been spotted as well [506]. Furthermore,
Debye processes were reported to occur in amorphous pharmaceuticals like acetaminophen [507] and ibuprofen [508].
Ibuprofen has been studied quite thoroughly: But MD simulations [509] and IR studies [510] suggest that the Debye process
is essentially related to an (intramolecular) conformational change at the site of ibuprofen’s carboxyl group. Furthermore,
a mechanical signature of the Debye-like dielectric process similar to that observed for monohydroxy alcohols [42] was so
far not detected for ibuprofen [511] suggesting that a mechanism different from that in monohydroxy alcohols may be at
work in this pharmaceutical substance.

For some substances featuring a peptide group the existence of a Debye-type process was reported. Among them are the
secondary amides like, e.g., the N-alkylacetamides (sum formula R1–CO–NH–R2, with R1,2 denoting for instance H, CH3, or
C2H5) which typically show a rather strong dielectric Debye peak [512–516]. Results from techniques such as NMR [517]
and vibrational spectroscopy [518–521] have indicated the occurrence of chain structures (for a sketch see Fig. 61) that
were directly confirmed using X-ray and neutron diffraction [522] as well as by quantum chemical calculations [523,524].
The analogies between the amides and the monohydroxy alcohols may indeed be far reaching because it has been stated
that it ‘‘is well known that amides develop transient hydrogen-bonded chains in the liquid state’’ [525]. And Wassink and
Bordewijk [526] even remark that it is ‘‘plausible that themechanism of the dielectric relaxation in themonohydric alcohols
and the amides is the same’’. The extent to which this time honored statement is justified has to await more critical tests.

Peptide groups are also a feature of certain supramolecular polymers [285] that display a strong dielectric Debye peak
as well as a mechanical signature similar to that of monohydroxy alcohols [42]. An example is shown in Fig. 62: Panel
(a) presents the dielectric loss of a supramolecular polymer and panel (b) depicts the molecular structure of its self-
complementary monomer unit [285]. Using the same nomenclature as for the alcohols, the time scale separation of the
two processes was reported to reach ratios up to τD/τα ≈ 50. From the rheological behavior of the triply hydrogen bonded
material referred to in Fig. 62 a polymer-like behavior was identified and assuming that a Rouse-like description applies
an average supramolecular chain length of ∼10 was estimated [285]. For the substance depicted in Fig. 62(b) acid–base
pairing leads to supramolecular behavior. But it may be conceived that other non-covalent interactions such as, for instance,
mediated by metal–ligand coordination or π–π attraction can lead to similar results.

So far, as briefly mentioned in Section 6, dynamic light scattering (DLS) has not allowed one to detect the Debye process
in monohydroxy alcohols. However, in view of the relatively small optical anisotropy of the hydroxyl group, one may
suspect that this shortcomingmay be amere sensitivity issue. In this context, recentmeasurements using photon correlation
spectroscopy (PCS) and tandem Fabry–Perot interferometry on substances involving N · · ·H bonds are revealing and indeed
may ‘‘provide the missing evidence of the slow, Debye-like relaxation in DLS’’ [527]. In Fig. 63 we reproduce depolarized
PCS data on 2-ethyl-4-methylimidazole, a liquid that can form intermolecular N · · ·H hydrogen bonds and thus give rise
to chain-like supramolecular structures as sketched in the inset of Fig. 63. The lines in the mainframe of Fig. 63 represent
a slower Debye-like contribution (mirrored by a Debye-like dielectric analogue) and a faster more stretched relaxation.
Mechanical measurements confirmed that the latter feature corresponds to the structural relaxation [527].
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Fig. 61. Sketch of a chain fragment formed by hydrogen-bonded N-methylacetamide molecules. The arrows indicate the molecular dipole moment
(µ ≈ 4D) of N-methylacetamide and the dashed lines mark hydrogen bonds. With the van der Waals radii drawn to scale, steric hindrance against
molecular reorientation is expected as suggested by the shaded area.
Source: Reprinted with permission from Ref. [513].
© 1964, American Chemical Society.

a

b

Fig. 62. (a) Dielectric loss spectra of a supramolecular polymer measured from 297 to 393 K in steps of 16 K. The different contributions to the dielectric
loss aremarked for the lowest temperature. (b) Schematic illustration of the covalently bonded thymine and diamidopyridine groups highlighted by yellow
and red shading, respectively, that form the supramolecular polymer. Triple hydrogen bonds connecting the monomeric units are indicated by the dashed
lines. The diamidopyridine group was augmented by nonyl rests, R = −(CH2)8CH3 , in order to increase the freezing temperature of this supramolecular
system. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Source: Adapted with permission from [285]. Courtesy of A. P. Sokolov.
© 2013, American Chemical Society.

Also using DLS a related observationwasmade onmethyltrioctylammoniumbis-(trifluoromethylsulfonyl)imide, an ionic
liquid featuring relatively long side chains [528]. In this ionic liquid which involves hydrophobically aggregated alkyl tails a
Debye-like process was found that is more than 2 orders of magnitude slower than the structural relaxation. The occurrence
of the slow,Debye-like relaxationwas tentatively attributed to the reorientationalmotion of relatively long-lived, aggregates
of alkyl nanodomains.

This collection of recent experimental results exemplifies that Debye-like relaxation may be much more common than
previously thought. It will remain interesting to examine the microscopic basis of this phenomenon for each class of
substance in order to learn about the conditions that are minimally required to generate Debye-like relaxation in liquids.

Finally, let us turn to water, another hydrogen-bonded liquid that displays a relatively strong dielectric Debye process.
In Fig. 64(a) we reproduce a comparison of the dielectric loss spectra of H2O and ethanol, both recorded near room tem-
perature [57]. The spectral shapes of the two liquids are very similar, including not only the intense Debye-type relaxation
but also the faint feature on the high-frequency side of the main peak. The relaxation rate of liquid ethanol is expectedly
somewhat smaller than that of water. A consistent trend concerning the Debye relaxation times, τD = τ1, is observed when
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Fig. 63. The electric field correlation function (EFCF) obtained for the hydrogen bonded liquid 2-ethyl-4-methylimidazole from depolarized PCS at 260 K
is represented by the symbols. A fit using a single stretched exponential function (red solid line) deviates systematically from the experimental data. The
sum of a slow Debye-like relaxation (green dashed line) and an approximately 1.5 decades slower structural relaxation (orange dash–dot line) provides a
much better description as can be seen from the sum of the two contributions (blue short-dashed line). The inset shows a sketch of a chain of hydrogen
bonded 2-ethyl-4-methylimidazole molecules. The dotted lines represent intermolecular N · · ·H bonds. (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
Source: Adapted from [527]. Courtesy of A. P. Sokolov.
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Fig. 64. (a) Dielectric loss spectra of ethanol (measured at 20 °C) and of water (measured at 19 °C). The dashed lines represent the low-frequency Debye
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times of the low-frequency process as a function of the number of carbon atoms of 1-monohydroxy alcohols (circles) are compared with that of water
(triangle). These data, assessed in the 20–25 °C range, show that the behavior of water is in line with that of the monohydroxy alcohols.
Source: Adapted from Ref. [57].

taking also longer chain alcohols into account, see Fig. 64(b) [57]. In view of these similarities shared by water and alcohols
it may be asked whether the mechanism underlying their dielectric Debye process is similar or not. In order to address this
question, let us briefly examine a few more common features as well as some differences among these substances.

Apart from the trends regarding the dielectric relaxation times [529], near ambient temperature also the relaxation
strengths of the normal alcohols vary systematically with the alkyl chain length. This was demonstrated in [530] in terms
of the Kirkwood factor gK which furthermore extrapolates satisfactorily to that of water. At 293 K and ambient pressure the
Kirkwood factor of water was reported to range from 2.7 [15] to 3.5 [531], depending on the choice of the high-frequency
dielectric constant ε∞, see the discussion Section 5.2.

Another observation underscoring the analogous behavior of water and several normal alcohols is their (almost) ideal
mixing [532]. On the one hand, in [532] it was emphasized that H2O can significantly perturb the winding chain structure
of, e.g., ethanol, and thus increase the number of monohydroxy alcohol molecules located near the chain ends [533]. On
the other hand, with respect to the dielectric Debye process it was noted that for this ‘‘low-frequency relaxation . . . the
contributions of alcohol andwater cannot be distinguished’’ [532]. Furthermore, formonohydroxy alcohols (see Section 9.2)
and for water the relaxation time τD read off from the dielectric Debye peak is significantly longer than the hydrogen bond
lifetime. For water τD is 9.6 ps at 20 °C [534] but near this temperature depolarized Rayleigh scattering has found a relatively
short hydrogen bond lifetime of< 1 ps [535,536], for further references and a recent discussion see [537]. Furthermore, and
in analogy to the behavior of monohydroxy alcohols, see Section 7.1, also for water the (mechanical) Maxwell relaxation
time τη = G∞/η is significantly shorter than τD: Estimating water’s Maxwell time from the instantaneous shear modulus
G∞ = 2.44 GPa [538] and the viscosity η = 10−3 Pa s one obtains ≈ 0.4 ps, a time scale much shorter than τD. These
considerations are in accord with many estimates that find that the structural relaxation time of water is roughly 10 times
shorter than the relaxation time corresponding to its Debye peak [181,539,540].
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Thus, water andmonohydroxy alcohols displaymany similarities regarding their dynamical behavior. On the other hand,
it is well known that their microscopic structures differ substantially. For water, scattering experiments indicate a local
tetrahedral arrangement and thus, unlike monohydroxy alcohols, water has to be considered a network liquid [541,542].
Nevertheless, like the monohydroxy alcohols (see Section 3.2) also water displays a prepeak in its static structure
factor [543], albeit obviously for different reasons [146]. The questionwhy, in spite of their significant structural differences,
the dynamical properties of these hydrogen bonded liquids appear to be so closely related will be interesting to explore for
many years to come.

11. Concluding remarks

Upon completing this review our impression fortified that the study of monohydroxy alcohols does not only constitute
a long standing scientific challenge but one that has recently seen an upsurge of activities leading to major steps forward in
our understanding of these fascinating liquids. It is particularly reassuring to observe that so many novel experimental and
computationalmethodswere recently appliedwith the goal to unravel the structure and dynamics ofmonohydroxy alcohols
at the microscopic level. While it was long believed that by and large dielectric spectroscopy only can teach us a great deal
on the nature of the Debye peak, it is now evident that monohydroxy alcohols can be considered a prime example that
solely from a combination of methods major new insights should be expected. Particularly useful are those combinations of
techniques that aim at interrelating structural and dynamical properties at themolecular scale.We have touched upon some
of these efforts in the present review, but much of the potential of other ‘‘mixed’’ methods is yet to be exploited. Here one
may think of, for instance, optical pump and soft X-ray probe schemes or mutual combinations of dielectric spectroscopy,
rheology, calorimetry, NMR, etc.

To some extent motivated by the scientific background of the current authors, the selection of the material presented
in this review is leaning more to the experimental rather than to the theoretical side. Nevertheless, it is hoped that it
has become clear that much of the substantial progress seen in this field was achieved by an interplay of theoretical
and experimental approaches. One example that we have given in this context concerns the combination of quantum
chemicalwith X-ray absorptionmethods in order to unravel details of the supramolecularmonohydroxy alcohol association.
Developments that will advance the field further can be expected with respect to ab initio treatments of structural (and
eventually also of dynamical) properties of (larger) clusters of not just the smallest monohydroxy alcohol molecules taking
into account their internal flexibility. Also molecular dynamics simulations regarding the dynamics of liquid monohydroxy
alcohols are still somewhat scarce [69], particularly when it comes to taking the covalent aspects of hydrogen bonding
into account so that the computations reflect the cooperative nature of these bonds properly. Any major progress of the
theoretical methodology in the monohydroxy alcohol field, dealing with molecules of limited complexity, should be useful
alsowhen quantummechanically realistic simulations of biomacromoleculeswith theirmesoscopic scale structuring driven
functionality are a concern.

An optimistic view is warranted here because fluid monohydroxy alcohols constitute some of the simplest and relatively
well studied examples for (transient) structure formation in liquids. But the general circumstances under which such
structures form in liquids devoid of hydroxyl groups and then whether such structures may or may not give rise to a
pronounced (e.g., electrical) Debye-like extra absorption are largely unexplored. Furthermore, many potential analogies
of the processes I and II in monohydroxy alcohol to the normal and segmental modes in covalently polymers and possibly
to other structured fluids like supramolecular and living polymers, micellar and ionic liquid systems, amides and so on are
worthwhile to pursue from theoretical and experimental perspectives in future studies.

For alcohols containing several nearby hydroxyl groups it is generally agreed upon that a three-dimensionally cross-
linked hydrogen bond network forms so that the Debye-like absorption that characterizes themonohydroxy alcohols should
not occur, a conjecture that is in accord with experimental findings for, e.g., glycerol andmany of its relatives. The exception
to this expectation is – and one is tempted to say: like always – water. Despite of its predominantly three-dimensional
network topology, water does display a Debye-like dielectric loss and presents many further phenomenological similarities
to monohydroxy alcohols. But in the previous section we also mentioned several important differences which suggest that
there is still a long way to go in order to understand this most important liquid on earth. In any case, we are convinced that
in this respect monohydroxy alcohols will play an essential role.

Mainly for reasons of space, in this reviewwe focused almost exclusively on the properties of puremonohydroxy alcohol
liquids. A very large body of interesting work is already available for monohydroxy alcohol containing mixtures which are
attractive from technological as well as from scientific standpoints. Taking, like everywhere else in this review, the latter
perspective, amajor advantage of suitablemonohydroxy alcoholmixtures is that it has allowed one, for instance, to separate
relaxations I and II to an extent that is larger than for most neat alcohols. The selective study of these processes, which
incidentally is still to be achieved for the secondary amides, has surfaced a number of new insights. Nevertheless, a range of
fundamental issues concerning monohydroxy alcohol mixtures await general answers: How and to which extent does the
supramolecular association change upon dilution of and by monohydroxy alcohols? What is the impact of polar (aqueous
and nonaqueous) and less polar solvents via a change of the overall structural architecture on the dynamical properties of the
alcohols? Under which general conditions does microphase separation [544] play a major role in addition to the nanoscopic
hydroxyl vs. alkyl segregation that characterizes many pure monohydroxy alcohols? These few questions may suffice to
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illustrate that many rewarding scientific challenges remain to be tackled even more intensively in the future not only for
pure but also for mixed monohydroxy alcohols.
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