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The mechanism of the dielectric relaxation in water

Ivan Popov,ab Paul Ben Ishai,a Airat Khamzinb and Yuri Feldman*a

Although relating to the same system, the interpretations of the water spectra from Raman and

Dielectric spectroscopy present independent pictures of the nature of water. We show that in the

overlap region of the two methods it is possible to combine these views into a coherent concept of

what drives the dynamic features of water. In this work, we develop the idea that the dielectric

relaxation in water is driven by the migration of defects through the H-bond network, leading to a

Debye-like peak in the lower frequencies. The deviation from the Debye law in the higher sub-THz

frequencies is traced to a global fluctuation of the same H-bond network, clearly evident in the Raman

Spectra. By incorporating these two views, a mathematical formalism is presented that can aptly

explicate the dielectric spectra of liquid water.

Introduction

Water is an extensively studied subject as it plays an important
role in life. In its liquid state it has numerous anomalous
properties that significantly distinguish it from other simple
liquids.1 The most important of these are linked to the strong
polarity of the water molecules2–5 and their ability to establish an
elastic hydrogen-bonded (H-bonded) network.6 The complexity
of water’s properties has led to literally hundreds of theoretical
and computational models for water.7 The more famous and
commonly used ones8–13 succeed in describing various static
features of water (temperature dependences of density, heat
capacitance, static dielectric permittivity and so forth). However,
these models cannot predict the correct dynamical properties of
water and cannot adequately describe its dielectric and infrared
spectra.14 In turn, the investigation of water’s dynamical behavior is
an important prerequisite to the understanding of the role of water
in various biological systems.

The collective dielectric response of water is usually measured
using a variety of techniques, depending on the frequency region
of interest. Nowadays, the development of broad band dielectric
spectroscopy (BDS), which includes the Microwave range and
THz region, together with the far infrared (FIR) spectroscopy
enables the evaluation of continuous dielectric spectra over an
extremely broad frequency band.15 Fig. 1 presents the wide dielectric
spectra of water at 20 1C up to 17 THz. The main dielectric
relaxation peak obeys the Debye law up to a few tens of gigahertz, with a relaxation time tD E 9.3 ps at room temperature,16 which

reflects the cooperative reorientation dynamics of water.17–20 The
high frequency part of this relaxation peak is perturbed by four
damped harmonic oscillators at B60, 180, 400 and 700 cm�1,
which are clearly detected by both FIR21,22 and low-frequency
Raman spectroscopy23–27 (we discuss the nature of these modes
later). However, accounting for the four oscillators and one

Fig. 1 The imaginary part of the complex dielectric permittivity at 20 � 1 1C.
The dielectric data were combined from different sources: for region
0.1–20 GHz, from ref. 29 and 30 at 20 1C; for region 20–100 GHz, from
ref. 30 at 20 1C; for region 100 GHz–2 THz, from ref. 31 and 32 at 19.3 1C;
and for the FIR region 2–18 THz, from ref. 21 at 20.2 1C. Apart from the
FIR region, the error bars are given. The red arrow indicates the deviation from
Debye behavior, depicted by a solid black line. The position of the fast Debye
process is marked by a black arrow (the process is not shown in the figure).
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Debye term is not enough to describe the total dielectric spectra
with good accuracy. Therefore, an additional Debye process has
been introduced28 in order to formally fit the non-Debye
behavior in the frequency range at around 0.1–1 THz. This
process has been called a fast Debye process; the fitting
procedure yields a relaxation time of around tf E 1 ps at room
temperature.28

Although it was noted more than 40 years ago, the physical
nature of the fast Debye process is still poorly understood.33

Two possible scenarios exist to explain this process. The first is
referred to as a ‘‘structural’’ scenario and is based on the two-
fraction model28,34,35 of water, where the water is represented
as a mixture of two fractions: a small fraction with either weakly
H-bounded molecules or not H-bonded at all, and the other
fraction with molecules essentially strongly coupled by H-bonds.
Here, the fast mode was attributed to the rotations of water
molecules of this weakly bonded fraction,28 or to the non-elastic
collisions of the non H-bonded water molecules.34 This model is
supported by two obvious experimental facts:

(a) The relaxation time tf is small and approximately equal
to the collision time between water molecules in the gaseous
state (with the same density as bulk water);36

(b) The ratio of the amplitudes of the main and fast modes
coincide approximately with the fraction of molecules that form
no more than two hydrogen bonds.37

This qualitative explanation is quite rational, but suffers from
certain shortcomings. For instance, the coordination analysis
performed in ref. 37, infrared spectroscopy data38 and Raman
spectroscopy results39,40 all reveal a smooth fraction distribution
ranging from undercoordinated molecules with two H-bonds to
overcoordinated ones with five H-bonds. Consequently, the
strong division of the water substance into just two separate
fractions is questionable.

Recently the ‘‘structural’’ scenario has been challenged by a
‘‘dynamic’’ scenario.41 Generally speaking, in the ‘‘dynamic’’
scenario, one implies that the non-Debye behavior in the THz
region is caused by different molecular motions. This idea is
reinforced by results obtained in ref. 24, where Dielectric and
Raman spectra of water were compared. The authors of this
work revealed that the relaxation peak in Raman water spectra
is located in the same frequency region where non-Debye
behavior manifests in the Dielectric spectra. However, the main
peak of the dielectric spectra is not visible in the Raman spectra.
Similar behavior was also observed for other H-bonded-liquids
such as monohydric alcohols. Note that for non H-bonded
liquids, this specific behavior was not observed.24 Since Raman
active components are attributed to different types of vibrations
(intra- or inter-molecular), we may assume that some oscillations
of the H-bond network serve as additional molecular movements
in the ‘‘dynamic’’ scenario.

In this work, we will develop the concept of the ‘‘dynamic’’
scenario in liquid water. Namely, we present the model that allows
the linking the Raman spectroscopy results to the non-Debye
relaxation behavior in the sub-THz and THz regions. In the
following sections we will start with a brief discussion about the
mechanisms of dielectric relaxation in water and then consider

what the marriage of Raman spectroscopy data to the dielectric
spectrum data can contribute to our understanding of water
relaxation. We will expand the idea of a ‘‘dynamic’’ scenario
into a mathematical description to derive an equation for the
complex dielectric permittivity, which allows fitting the dielectric
spectra of water without involving the fast Debye-process.

Mechanisms of the dielectric relaxation
in water

One of the first model of the dielectric relaxation of water was
Debye’s theory,42 where the rotation diffusion of spherical polar
molecules in a viscous continuum is considered as the main
mechanism of the relaxation. However, although this model yields
the correct value for the dielectric time relaxation tD = 4pa3Z/kBT
(where a is the radius of the sphere, and Z is the viscosity),
by definition it cannot be applied to the strongly associated
liquids.43,44 In particular, the rotation of the water molecule
occurs within an open H-bond network rather than in a viscous
continuum. Therefore, today, water’s dipole rotation dynamics
are assumed to be the switching between different dipole
directions, rather than its continuous diffusion. Among the
different bulk water relaxation models28,34,35,41,45 the applica-
tion of a wait-and-switch relaxation model to water17,18,43,46 has
recently been gaining popularity. According to this model, the
reorientation of a water molecule occurs on the large angle and
only when it encounters an appropriate defect of the H-bond
network, otherwise the water molecule remains in a waiting
mode. This waiting regime leads to a delay in the relaxation
compared with the gaseous state, where the relaxation time is
around 1 ps.36 In other words, the change of the total polarization
is caused by the migration of the defects through the H-bond
network. However, there are still disputable issues related to the
origin of these defects. Currently, the variety of defects that are
proposed in the literature can be classified into two main groups:
orientation (or structural) and ionic defects.

Orientation defects

The hydrogen bond between water molecules leads to localized
tetrahedral ordering that restricts molecular reorientation (see
Fig. 2a), in accordance with Bernal–Fowler–Pauling rules.47,48

However, due to thermal fluctuation some molecules distort
this localized structure, breaking some of the H-bonds and
creating bifurcated (see Fig. 2b and c), trifurcated H-bonds, or
other more complicated configurations.49 Hereinafter we define
these irregularities of the tetrahedral ordering as orientation
defects. The presence of any defect in the vicinity of the water
molecule facilitates its reorientation. Indeed, for example, the
bifurcated hydrogen bond lowers the potential energy barrier for
reorientation of the fivefold H-bonded water molecule (Fig. 2b).
Hence, the fifth neighbor supports reorientation motion by
the simultaneous action of two favorable effects: weakening of
existing hydrogen bonds and provision of an appropriate site for
the formation of a new hydrogen bond. Further migration of the
orientation defects leads to consecutive reorientation of the
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dipole moment’s direction of water molecules (see Fig. 2d).
Furthermore, by implying the switching reorientation of water
molecules, we may then suggest the hopping of orientation
defects between molecules rather than their continuous diffusion.
This mechanism is described in detail in ref. 39, 40, 43, 49 and 50
and is supported by various experimental observations.17,18,39 In a
way, the orientation defects in water resemble the L–D Bjerrum
defects in ice,51 however the defects in water are smeared out
and not localized as they are in ice.49 Note that the defects in

water are created as a coupled pair defect/anti-defect and are
annihilated when they meet.

Ionic defects

In addition to the orientation defects, the polarization of water
may be caused by the migration of H3O+ and OH� pairs, also
known as ionic defects52 (see Fig. 3a). In this case, a molecule
does not rotate as a whole, as it does in the orientation defect
mechanism. Simply speaking, the change of the dipole direction

Fig. 2 Orientation defects (a) local tetrahedral ordering of the water molecules without defects. (b) The defect of the H-bond network due to bifurcated
hydrogen. The negative charge, Q = �|q|, can be associated with this defect type (pink shaded area) regarding normal H-bond (green shaded area).
(c) The defect of the H-bond network due to bifurcated oxygen. The positive charge, Q = +|q|, can be associated with this defect type (blue shaded area)
regarding normal H-bond (green shaded area). (d) Schematic representation of the migration of orientation defects (pink shaded area) with consecutive
changing of the dipole moment’s direction of water molecules.

Fig. 3 Ionic defects (a) the hydroxide and hydronium defects can be associated with positive and negative charge carriers, respectively; (b) schematic
representation of the generation and migration of ionic defects with the changing of the dipole moment’s direction of water molecules.
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of the water molecule is driven by a rearrangement of the proton
position due to proton hopping:53,54 On one side, a proton has
been gained, and on the other side, a proton has been lost (see
Fig. 3b). While this idea is relatively new, a similar scenario was
hinted at in55 on the origin of auto-ionization in water. Naturally,
when the pairs of defects H3O+/OH� meet they are annihilated
just like in the case of orientation defects.

In general, the orientation and ionic defects coexist and
dielectric relaxation in water should be driven by both mechanisms.
However, one mechanism may play a more dominant role over the
other. Moreover, one may assume a dynamic crossover between
these two mechanisms. The latter can happen, for example, due to a
significant difference between corresponding activation energies, as
observed in bulk ice.56 In liquid water the activation energy of ionic
defect transport is around EA E 20 kJ mol�1.53 For the transport of
orientation defects in liquid water the simulation studies give
approximately the same energy value.49 The activation energy of
the orientation defects for both ice and liquid water can be found
experimentally by measuring the self-diffusion coefficient of the
tracer molecule H18O2. According to Haas’ idea,57 self-diffusion takes
place via interstitials in the H-bond network that are associated with
orientation defects. Thus the migration rates of the tracers and the
relaxation caused by orientation defects should be proportional,
or the activation energies should coincide. Over the temperature
range studied, the self-diffusion coefficient fits the standard
Arrhenius expression, Dself = D0 exp(�EA/RT), where for ice EA =
52.1–65.6 kJ mol�1 58 and for water EA = 18.4–20.1 kJ mol�1.59–61

We see that because the activation energies of the ionic and
orientation defects in liquid water are equal, we cannot distin-
guish between them based on the dielectric spectra only. For this
reason we also don’t observe a dynamic crossover in dielectric
time relaxation, in contrast to ice.56 Consequently, we cannot
conclude what mechanism is dominant for the main dielectric
relaxation process in water from the dielectric spectra.

However, it is worth noting the strong temperature correlation of
the dielectric time relaxation, tD, with viscosity, Z (tDT/Z = const),62

and proton spin–lattice relaxation time, T1 (T1tD = const).63,64

Furthermore, the dielectric relaxation practically does not react upon
changes in pH.65–68 Based on these experimental findings, the
orientation defects in some papers50,60,69–71 are considered to be
the dominant mechanism in the dielectric relaxation. Therefore, for
the remainder of this paper we will concede to the opinion presented
in literature and consider only orientation defects. Nevertheless,
attempts are being made to assign a leading role to the ionic
defects.52 However, this idea is supported as yet by simulation only,
and we must admit that no direct experimental evidences of this
exists to date.

Raman spectroscopy results: What
do we know about fluctuation of the
H-bond network of water?

In the case of water in the liquid state, the results of low frequency
Raman spectroscopy can help us to understand the origin of the
non-Debye behavior in the sub-THz region. The main relaxation

peak of water is located within the overlap of the working frequency
ranges of Dielectric and Raman spectroscopies. The most compre-
hensive analysis of the low frequency Raman spectra of water was
presented in a set of papers by G. Walrafen et al.26,27,72,73 and
Y. Tominaga et al.25,74–76 Usually, four damping oscillator modes
and a wide background process are detected in the spectrum below
B1000 cm�1 (B30 THz), which are shown in Fig. 4(a) and (b).
Corresponding oscillation modes have also been observed in FIR
spectroscopy.21 The two bands at B700 cm�1 and B400 cm�1 have
an isotopic shift.
�

ffiffiffi
2
p

in heavy water (D2O) and hence they can be assigned
to librational motions.73 No shift has been found for H2O and
D2O at B180 cm�1, however a clear isotopic effect is observed
between H2

16O and H2
18O, as well as for D2

16O and D2
18O.

At the same time, the isotopic effects for both hydrogen and

Fig. 4 Dielectric and Raman spectra. Both figures represent the dielectric
spectra at 293 K, 298 K (grey squares and circles) and Raman spectra at
299 K taken from ref. 27 (black circles). The additional three points
measured in Raman spectra below 3 cm�1 are circled. On the left panel
(a) the total Raman intensity IT(n) is given, whereas on the right panel
(b) the total intensity corrected by the Bose–Einstein correction factor
IT(n)/(1 + n(n)) is plotted. The dashed line in the panel (a) defines the base-
line ICI which is attributed to collision-induced phenomena.27 The dashed
line in the panel (b) defines the relaxation mode, which was fitted by the
Cole–Cole law.25,76
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oxygen atoms at B60 cm�1 are negligible.74 This indicates that
the 180 cm�1 mode in the Raman spectrum is caused mainly by
oxygen atom vibrations, whereas the 60 cm�1 mode is caused
by the motion of the entire water molecule.73 Therefore, these
bands have been attributed with acoustics modes usually
assigned to ‘‘H-bond stretching’’ at 180 cm�1 and ‘‘H-bond
bending’’ at 60 cm�1.77,78 Thus, as the working frequency
decreases the scale of the macroscopic motions detected
increases. Hence, it is logical to assume that the cooperative
vibrations of several water molecules should be detected in
Raman spectra at lower frequencies. However, the interpreta-
tion of the wide background mode at the extra low frequency
range of the Raman spectra remains ambiguous.

G. Walrafen et al. were the first to measure the Raman intensity
at extremely low frequencies up to 0.6 cm�1.27 The total intensity
IT(n) measured in this work is shown in the Fig. 4a (here IT(n)
is already corrected for l�4 effect and instrumental constant).
The additional three points measured below 3 cm�1 are circled.
The wide background mode at the low frequencies extends up
to the Rayleigh scattering peak. Usually, the intensity IT(n)
obtained should be corrected by Bose–Einstein (BE) energy
level population factor 1/(1 + n(n)) = 1 � exp(�hnc/kBT); the value
IT(n)/(1 + n(n)) is presented in Fig. 4b. However, Walrafen et al.
claim27 that, in water the wide background at low frequencies
should be analyzed before BE factor correction. They imply that
the origin of this background is related to collision-induced
(CI) Raman scattering.79 In simplified terms, the process of CI
Raman scattering maybe described as follows. In Raman
spectroscopy, the intensity of the scattering can be observed
only, when the derivation of the polarizability with respect to
the normal coordinate is not zero. As a rule, different intra-
molecular motions provide a change in the polarizability of
water molecules and consequently the Raman active modes.
However, if the molecules are engaged in collisions with one
another, the electric field induced in one of the colliding
molecules by the exciting radiation adds to the excited electric
field at the second molecule of the collision pair. In other
words, the intermolecular collisions cause the change in polar-
izability, inducing additional Raman modes. In the case of
water and other H-bonded associated liquids, the hydrogen
bonds prevent close convergence and direct collisions of water
molecules. Therefore, in the case of water, CI Raman scattering
can be considered as a global fluctuation of the H-bond net-
work.80 Thus, the fluctuation of the H-bond network leads to
the change of polarizability of water molecules that activates
the Raman component in the form of a wide background. This
idea is also supported by the fact that this background is
significantly smaller in the case of ice.27 It is claimed in
ref. 27 that these fluctuations must obey BE statistics, as
required by the vibrational modes of the medium, which means
that CI Raman intensity, ICI, must be analyzed before BE
correction (grey dashed line in Fig. 4a). The parameter ICI has
a power law behavior at high frequency, ICI(n) B n�m, indicating
the existence of multiple relaxation processes of the H-bond
network of water.81 However, at low frequencies, the ICI tends
towards a constant regime attributed to the absence of a memory

effect in the fluctuation dynamics of the H-bond network.80

The time where this crossover occurs is considered as the
characteristic time tHf of global hydrogen-network rearrangement
dynamics in liquid water.80,81 Estimations of this time yields
tHf = 20–40 ps (see Fig. 4a). Note that simulation studies give
comparable values.80,81 This time is longer than the average
lifetime of the individual hydrogen bonds, known to be about
several hundred femtoseconds.82,83 It is worth noting that the
idea of the significant role of the global H-bond network
dynamics in water has recently been gaining popularity.84

On the other hand, the BE correction factor for all Raman
spectra, including CI Raman scattering,24,25,76 is used to analyze
the value IT(n)/(1 + n(n)) (see Fig. 4b). In this case, the wide
background of the CI process transforms into a relaxation
process with time tR = 0.5–1.5 ps, which can be fitted via the
Cole–Cole function24,25,75. The position of this relaxation process
coincides approximately with the position of the assumed fast
Debye process in the dielectric spectra (see Fig. 1), which
supports the idea of introducing this fast process into the fitting
of dielectric spectra. This relaxation time in Raman spectra
has been understood as the lifetime of the localized structure
(not global) between H-bonded water molecules that constitute
the unit of intermolecular vibration.74

Thus, depending on the choice of Raman spectra analysis,
there are two characteristics of H-bond network fluctuation
times, tHf and tR, with different physical meanings. If we accept
the idea of global H-bond network fluctuations, then the time
tHf 4 tD should be used. If we assume local fluctuations of
H-bonded structures, it is appropriate to use the time tR o tD.
However, in both cases it is agreed that at low frequencies, less
than 50 cm�1 (E1.5 THz), the vibrations of the H-bond network
start to play a significant role. In view of these facts, it seems
that the main source of the non-Debye behavior in the THz
region is H-bond vibrations. Thus, on one hand there is the
defect movement through the water H-bond network, and on
the other hand, this H-bond network fluctuates. In the next
section, we will try to account for these vibrations theoretically
to obtain an expression for the complex dielectric permittivity,
which will allow us to fit the whole dielectric spectra.

The effect of H-bond network
vibration on defect migration

We discussed above that the mechanism of dielectric relaxation of
water, and consequently its polarization, P(t), can be considered
as the migration of the orientation/ionic defects through the
H-bonded network. Furthermore, every defect may be associated
with some effective charge carrier. In the case of the orientation
defects, the locally concentrated density of hydrogen/oxygen
atoms due to the rearrangements of the water molecules in the
H-bond network may serve as positive or negative charge carriers
(see Fig. 2d). In the case of the ionic defects, it is the pair of
hydroxide and hydronium OH�/H3O+ (see Fig. 3b) that serve
this function. Thus, the problem of the dipole reorientation in
water can be reduced to the simple problem of the migration
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of the charge carriers. Based on this idea, the one-sided Fourier
transform

f �ðoÞ ¼ F̂ ½ f ðtÞ� ¼ lim
d!0

ð1
0

f ðtÞe�iot�dtdt; (1)

of the relaxation function f(t) = P(t)/P(0) (see Mathematical
Appendix A) can be written as follows

f�ðoÞ ¼ 1

io 1þ io
6kBTe0

PN
i¼1

niqi2 ri�2ðoÞh i
� �: (2)

Here qi, ni and r�2i ðoÞ
� �

are the effective charge, number density
and Fourier transform of the mean square displacement of the
i-th type of the defect, respectively; N is the number of defect
types; e0 = 8.854� 10�12 F m�1 is the permittivity of vacuum; and
kB is the Boltzmann constant. To obtain the static dielectric
permittivity e*(o) we use the following relationship

e�ðoÞ � e1
De

¼ F̂ �dfðtÞ
dt

� �
¼ 1� iof�ðoÞ: (3)

As a result we get

e�ðoÞ ¼ e1 þ
De

1þ io
6kBTe0

Pn
i¼1

niqi2 r�2i ðoÞ
� �� ��1: (4)

As stated above, the mechanism of the orientation defects is the
most widely accepted in literature today. Furthermore, we sup-
pose that orientation defects do not differ significantly from one
another, i.e. we can keep only one term in the sum of eqn (4),
namely N = 1. If necessary, the result can easily be generalized for
the case of different types of defects. If the defect mobility
follows normal diffusion behavior

hr2(t)i = 6Ddefectt, (5)

where Ddefect is the diffusion coefficient of the defect migration,
then substituting the Fourier transform of eqn (5) hr*2(o)i =
6Ddefect(io)�2 into eqn (4) yields the well-recognized Debye
equation

e�ðoÞ ¼ e1 þ
De

1þ iotdefect
; tdefect ¼

kBTe0
nq2Ddefect

: (6)

Note that this equation provides the perfect description of the
water dielectric spectra only up to tens of GHz. Furthermore, in
the previous section we concluded that the H-bond vibrations
play an important role in the sub-THz range. To take this effect
into account we suggest that the defect has an additional
vibrational motion near the water molecule before its conse-
quent movement. Then, the whole defect movement can be
expressed as a superposition of translation rtr(t) and oscillation
uosc(t) motions as follows

hr2(t)i = h(rtr(t) + uosc(t))2i = hrtr
2(t)i + huosc

2(t)i, (7)

where we assumed that translation and oscillation motions
are independent. The translation term is responsible for the
defect migration from one molecule to another and can still
be considered to be normal diffusion hrtr

2(t)i = 6Ddefectt.
85

Obviously, the oscillation contribution reflects the vibrations of
the H-bond network as a whole. Usually, the H-bond structure of
water in various popular models86–88 is considered to be a
dynamic percolated H-bond network. The notation ‘‘dynamic’’
implies that the H-bond network continuously modifies its
structural configuration through the rearrangements of the
hydrogen bonds. However, at any instant of time water appears
as a percolated H-bond network, which has a fractal nature.88

To calculate the oscillations of this percolated network, the
numerous hydrogens bonds between water molecules may be
assigned to a great number of coupled harmonic oscillators.
Furthermore, it is well-known that percolating systems are
characterized by scaling behavior in the vibrational density of
states g(o), which follows the power law behavior g(o) B odf�1,
where df is a spectral dimension.89,90 Based on these ideas and
well-known models,91–93 we can calculate the Fourier-transform
of huosc

2(t)i (see Mathematical Appendix B, eqn (B9)) as follows

u�2oscðoÞ
� �

¼ ðioÞ�16kBTnf
MoD

2

iogðdÞ
oD

� ��d
; d ¼ 2� df ; (8)

where function g(d) is defined by eqn (B9) and is displayed in
Fig. 8; the parameter M is a mass of water molecule; nf is the
number of density of vibrational modes; oD is the cut-off Debye
frequency, which is defined by condition g(o 4 oD) = 0 (not to
be confused with dielectric time relaxation, tD).94 Then, for
Fourier transform of total MSD (7), we get

r�2ðoÞ
� �

¼ r�2tr ðoÞ
� �

þ u�2oscðoÞ
� �

¼ ðioÞ�1 6DdefectðioÞ�1 þ
6kBTnf

MoD
2

iogðdÞ
oD

� ��d !
;

(9)

and substituting this equation into eqn (4), we finally obtain for
the complex dielectric permittivity

e�ðoÞ ¼ e1 þ
De

1þ iotdefectð Þ�1þ iotoscð Þ�d
h i�1: (10)

where

tdefect ¼
kBTe0

nq2Ddefect
; tosc ¼

gðdÞ
oD

MoD
2tdefectDdefect

kBTnf

� �1=d
: (11)

Function (10) has the usual Debye-type behavior at low frequencies,
while at high frequencies the excess wing appears with a slope
equal to d in log–log scale. The asymmetrical shapes of the
spectra produced by eqn (10) at different values of d are
presented in Fig. 5.

We see that the specific behavior of function (10) behind the
maximum of the losses peak allows us to describe the non-
Debye behavior of the water relaxation in the sub-THz region.
In this case, we have no need to introduce the additional ‘‘fast’’
Debye process as in the two-fraction water model. The analysis
of function (10) shows that to produce an excess wing at high
frequency and to keep Debye-type behavior at the low frequency
part of e00(o), we must satisfy the condition tosc 4 tdefect. This
would seem counterintuitive, that a global low frequency
oscillation would have a high frequency ramification, but it
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has some justification according to Walrafen et al.27 for the low
frequency Raman spectra, although his ideas are still hotly
debated. Furthermore, our analysis showed that tdefect defines
the position of the main peak (the tosc corrects by just a bit the
position of the main peak). Thus, in the framework of this
model, we can accept the concept of the global fluctuation of
the H-bond network and equate the time tosc with time tHf from
Raman scattering results (see Fig. 4a). Below, we will discuss
this time in detail.

It is worth noting that equations similar to eqn (10) have been
obtained in previous works from other physical principals,56,95–98

and have been successfully applied to bulk ice Ih56 and glass
formers.95,96 Furthermore, the high frequency limit of eqn (10) has
been recognized in water/glycerol mixtures99 and bulk water.52

Comparison with experiment: basic
results
The fitting of the dielectric spectrum at 293 K

The ability of function (10) to shift up the high frequency wing
of the loss peak allows us to describe the data presented in
Fig. 1 as follows

e�ðoÞ ¼ e1;1 þ
De

1þ iotdefectð Þ�1þ iotoscð Þ�d
h i�1

þ A60o60
2

o60
2 � o2 þ ioG60

þ A180o180
2

o180
2 � o2 þ ioG180

þ A400o400
2

o400
2 � o2 þ ioG400

þ A700o700
2

o700
2 � o2 þ ioG700

:

(12)

Here e1,N = n2, where n is the refractive index; the last four
terms define the damping oscillators at frequencies B60, 180,
400 and 700 cm�1, correspondingly (where oi = 2pni = 2pc~ni,
and c is the light speed). Parameters Ai and Gi define the
amplitudes and widths of the oscillators losses. To restrict the

variability in the fitting procedure we maintain ratios between
absorption peaks from FIR measurements,21 taking into account
the frequency factor. Namely, we apply Ai B n(ni)A

abs
i /ni, where

Aabs
i is the height of the absorption peak for the corresponding

mode of the damped oscillator; n(ni) is the refractive index at
the respective frequency. Furthermore, the positions of the loss
peaks of the last four terms cannot significantly differ from the
Raman peak positions. Since we assigned the parameter tosc

to the time of global fluctuations of the H-bond network tHf

(tosc E tHf), we used the boundary conditions 20 o tosc o 40 ps
for the fitting the values, as estimated from the Raman
collision-induced intensity. Following this procedure, the best
fitting result is presented in Fig. 6. The fitting parameters of the
first term in this case are equal to

De = 7 5.3 � 1.4, eN = 1.7 � 0.3, tdefect = 12.4 � 0.2 ps,

d = 0.93 � 0.01, tosc = 35 � 1 ps. (13)

The static permittivity is equal to es = De + eN = De + e1,N +
A50 + A180 + A400 + A700 E 80.

The position of the main relaxation peak, tmax, is affected by
the presence of the excess wing. From eqn (10) it is easy to
show that

tmax E tdefect�[1 + (tdefect/tosc)d]�1 E 9.1 ps, (14)

which coincides with the value of the relaxation time, tD, if we
use the regular Debye law for the dielectric dispersion. Here,
we present data analysis for 293 K only, because the fitting
procedure is very sensitive to the infrared peak position at
high frequencies. Therefore, we cannot use the interpolation
functions for the dielectric permittivity presented in ref. 15 and
must analyze only original experimental measurements for the
frequency band under consideration, currently available only
for 293 K. Parameter d is most probably related to the power law
parameter, m, of the collision-induced base line from the
Raman scattering results ICI(n) B n�m (see Fig. 4a). The deriva-
tion of this relationship is a separate issue and is outside the
scope of this paper. However, the master plot for the main peak
and excess wing of the dielectric spectra up to 70 1C was
revealed in the work.52 It implies the rather slow temperature
dependence of d(T) and approximately the same temperature
dependences for both tdefect and tosc.

The calculation of the static dielectric permittivity of the water

As usual, the static dielectric permittivity of liquid water is
calculated via the Kirkwood’s formula, which is applicable to
dipolar associated liquids in general44

De ¼ es � e1 ¼
3es

2es þ e1

e1 þ 2

3

� �2
N0md

2

3kBTe0
1þ zcos y
	 


; (15)

where md = 1.84 � 0.02 D is the dipole moment of the single
water molecule in the gas phase;2–5 N0 = rNA/MH2O is the
concentration of the water molecules, r is the density of water,

MH2O is the molar mass, NA is Avogadro’s number; cos y ¼ 1=344

is an average cosine value of angle y between neighboring
dipoles; z is the number of closest neighbors. At the classical

Fig. 5 Normalized model data of dielectric losses generated by eqn (10)
at different values of d. For each value of d the spectrum is normalized by
the amplitude of the main dielectric peak and the frequency scale by the
characteristic of the same peak. Here we used the following parameter
values: De = 75, tdefect = 9 ps, tosc = 10 � tdefect.
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value z = 4 we have De E 62 at T = 293 K, which does not satisfy
the experimental results. However, on the other hand, in the
framework of the present model, it is easy to find the relation-
ship between dielectric strength De = es � eN and parameters of
the defect migration. The dielectric strength may be written as
follows (see Mathematical Appendix A, eqn (A13)–(A16))

De ¼ es � e1 ¼
nq2

6kBTe0
R2; R2 ¼ lim

t!1
r2ðtÞ
� �

; (16)

where R2 is the maximum value of the MSD of the defect. The
limited value for MSD indicates that defects have a finite mean
lifetime tlife = thopR/lhop, where thop and lhop are the mean time
and length of one defect hop. The lifetime of a defect is defined
by the time interval from the defect birth to its annihilation
with an anti-defect (see above). Therefore, we can define the
parameter R as a correlation length between water molecules
that can also be associated with a minimal water cluster size.
Then, we can define the number of closest neighbors as
z = R/lhop. Using the expression for the time relaxation tdefect (11),
we can write

R2 ¼ 6DekBTe0
nq2

¼ 6DeDdefecttdefect;

z ¼ 1

lhop

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6DeDdefecttdefect

p
:

(17)

Thus, from the eqn (17) it follows that parameter z depends on
De. Taking this into account and solving the system of eqn (15)
and (17), we obtain the more accurate temperature dependence

for De(T), presented in Fig. 7a. In this case we obtain the more
appropriate value of De E 74 at T = 293 K.

Here, we assume that the defect diffusion and the self-diffusion
of the water molecules are the same, i.e. Ddefect E Dself, and use the
experimental fact that the multiplication of the self-diffusion
coefficient and the dielectric time relaxation practically do
not depend on the temperature tdefectDself E tDDself = const =
(1.8 � 0.2) � 10�20 m2.62 The parameter lhop was chosen as
lhop E 2lO–O, where lO–O E 2.7 Å is the distance between
oxygen atoms (see Fig. 2d).

Using eqn (17) we may calculate the temperature dependence
of the number of closest neighbors z(T) that is presented in
Fig. 7b. Here we can see that z E 5.2 at T = 293 K, as confirmed
by X-ray and neutron scattering results.100

The influence of defect migration and global fluctuation of the
H-bond network on dielectric and Raman spectra

In the proposed model, we have introduced two channels of
energy absorption. One is attributed to the energy dissipation
due to the defect diffusion with relaxation time tdefect E tD, and
the other is related to the global fluctuations of the H-bond
network with relaxation time tHf E tosc. These fluctuations
change the polarizability of water molecules and absorbs the
energy of the external electromagnetic field. The process with
time tHf E tosc is revealed in Raman spectroscopy in the form

Fig. 6 Fitting of the dielectric spectrum of water at 20 1C presented Fig. 1.
The black curve is the fitting curve according to eqn (12). The red curve
represents the sum of the first (e1,N) and second terms of eqn (12). The grey
dashed curves describe the four last terms of eqn (12). The blue curve
represents Debye-type behavior.

Fig. 7 (a) The temperature dependence De(T) is found from the solution
of the system eqn (15) and (17) (grey line) and experimental values are taken
from ref. 15. (b) The temperature dependence of the number of the closest
neighbors in water z(T) is calculated using eqn (17).
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of a wide collision-induced background (Fig. 4a). The process
with the time tdefect E tD is not Raman active because the
significant change of molecular polarizability does not occur at
defect migration. Indeed, we came to the conclusion that
orientation defects play a dominant role in the relaxation
process in comparison with proton hopping. The former
implies the rotation of the molecule as a whole, without
significant deformation of its electronic clouds. We stress here
that Raman spectroscopy measures scattering processes but
not absorption ones. On the other hand, in dielectric relaxation
both of the energy absorption channels should take place:
defect migration and H-bond fluctuations. However, these
channels are parallel and relaxation of water occurs via the
faster channel with the shorter relaxation time, namely via
defect diffusion with time tdefect E tD, which defines the main
relaxation peak. Therefore, an additional process with time
tHf E tosc is not observed in the dielectric spectra. The H-bond
fluctuations appear in dielectric spectra only at high frequen-
cies, when the defect movement becomes negligible (its free
path tends to zero). Since the fluctuations obey the power law
behavior (B8) they lead to the appearance of the excess wing
and non-Debye behavior at sub-THz region. In mathematical
terms, we can explain the scenario as follows. The normal law
for diffusion (5) leads to the Debye-type behavior, however,
accounting for the H-bond network vibrations leads to the
appearance of an anomalous diffusion correction (7) and
(B8). In turn, the anomalous behavior is significant at the short
time scale or at the high frequency range, which explains the
non-Debye behavior.

Conclusion

The complete dielectric spectra of water in the wide frequency
range (up to 10 THz) was described by the model using only two
mechanisms: defect migration and global fluctuations of the
H-bond network. In the framework of this model, we describe
the non-Debye behavior of the dielectric loss peak of water in
the sub-THz region without involving the secondary fast Debye
process. We found that the origin of this deviation from
the Debye-law is an additional energy absorption due to the
H-bond network vibrations. In turn, the main Debye-like peak
is attributed to the defect migration. Besides the dynamical
properties, we found the relationship between the static dielec-
tric permittivity and the correlation length between water
molecules. It was shown that this length is limited to the defect
lifetime and can be associated with the minimal size of a water
cluster. In turn, this correlation length allowed us to calculate
the number of closest neighbors of a water molecule z 4 4.
Taking this and Kirkwood’s formula into account, we derived a
more accurate equation for the temperature dependence of the
static dielectric permittivity, which was in good agreement with
the experimental data.

In summary, we emphasize that this approach allows the
reduction of the many-body interaction problem of H-bonded
systems to the well-examined problem of the random walk (RWP).

The RWP was studied comprehensively for one-, two- and three-
dimensional systems. Consequently, this approach may be
helpful in the description of water dynamics in various geometrical
confinements including biological systems.

Mathematical Appendix A: the
relationship between the relaxation
function and mean square
displacement of defects

Our model suggests that every defect can be associated with
effective charge carriers. The jumping of the charge carriers
from one water molecule (that acts as a dipole unit of the
system) to another leads to a change in the direction of its
dipole moments and, as a consequence, to a change of the total
polarization of the sample. We now consider only one type of
charge carriers and will generalize later for several types.

Let us consider a homogeneous, isotropic dielectric under
an external static electric field, Eex(r). If the dielectric remains
under the influence of field, Eex(r) over a long period of time, it
reaches an equilibrium state with some stationary distribution
of charge carriers, r(r). If we switch off the external field Eex(r)
at t = 0, the distribution of charge carriers r(r) becomes in itself
a source of some field Ec(r), defined by equationr�Ec(r) = r(r)/e0.
In turn, the field Ec(r) affects the charge carriers and changes the
distribution density, r(r). Therefore, we have a non equilibrium
case and both Ec(r) and r(r) should be defined as functions of
time: Ec(r) - Ec(t,r) and r(r) - r(t,r). Then, assuming there are
no external charges (rext = 0), i.e., the total charge of the medium
is zero, we can write

r�Ec(t,r) = r(t,r)/e0, (A1)

where e0 = 8.854 � 10�12 F m�1 is the permittivity of vacuum. In
turn, from the linear response theory, the polarization P(t,r) at
time t and at point r can be written as

Pðt; rÞ ¼ Pð0; rÞ � e0w
ðt
0

dt0
ð
DV

dV 0fpðr� r0; t� t0ÞEcðt0; r0Þ

¼ Pð0; rÞ � e0w
ðt
0

dt0fpðt� t0ÞEcðt0; rÞ;
(A2)

where P(0,r) is the initial polarization. Here, we have neglected
spatial dispersion and imply a localized response of the material,
i.e., fp(t,r) = fp(t)d(r), where fp(t) is a pulse-response function of
the polarization.101 In the absence of external charges, rext = 0.
Thus, for the total polarization we can write

r�P(t,r) = �r(t,r). (A3)

The created field, Ec(t,r), in turn induces a current of charge
carriers. As noted above, the translation motion of the charge
carriers is accompanied by the rotation of the molecular
dipoles, i.e. changing the P(t,r). Thus, the induced current
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can be defined as the time derivative of the total polarization
j = qP(t,r)/qt. From eqn (A2), we have

jðt; rÞ ¼ �e0wfpð0ÞEcðt; rÞ þ
ðt
0

scðt� t0ÞEcðt0; rÞdt0; (A4)

where we denote sc(t) = �e0wqfp(t)/qt. A Fourier-transformed
sc(t) defines the frequency-dependent complex conductivity,
sc*(o). Note, that here the conductivity defines only the defects
transfer. Furthermore, the initial condition j(0,r) = 0 leads to
fp(0) = 0.

The conservation of the charge carriers is expressed by the
continuity equation qr(t,r)/qt + r�j(t,r) = 0. Substituting j(t,r)
from eqn (A4) (with the condition fp(0) = 0), and then taking
under the time integration and using eqn (A1), we have

@

@t
rðt; rÞ þ 1

e0

ðt
0

scðt� t0Þrðt0; rÞdt0 ¼ 0: (A5)

By one-sided Fourier transform of eqn (A5) we find that

io � r�ðo; rÞ � rð0; rÞ þ 1

e0
sc�ðoÞr�ðo; rÞ ¼ 0; (A6)

where r(0,r) is the density of the charges at time t = 0. From
eqn (A6) we find that

r�ðo; rÞ ¼ rð0; rÞ
ioþ sc�ðoÞ=e0

¼ rð0; rÞg�ðoÞ;

g�ðoÞ ¼ 1

ioþ sc�ðoÞ=e0
:

(A7)

Thus, r*(o,r) is a separate function of the variables r and o. In
turn, from eqn (A3) we find that function P(t,r) is also a separate
function, P(t,r) = Pr(r)P(t). We can thus conclude that

rðt; rÞ
rð0; rÞ ¼

r � Pðt; rÞ
r � Pð0; rÞ ¼

PðtÞr � PrðrÞ
Pð0Þr � PrðrÞ

¼ fðtÞ: (A8)

From eqn (A7) and (A8) it follows that the relaxation function

f�ðoÞ ¼ 1

ioþ sc�ðoÞ=e0
: (A9)

If we consider N types of charge carriers we can rewrite
eqn (A9) as

f�ðoÞ ¼ 1

ioþ
PN
i¼1

s�ic ðoÞ
�
e0

; (A10)

where s�ic ðoÞ denotes i-types of charge carriers. It is assumed
that different types of carriers are not correlated to each other.
It is worth noting that the defined conductivity sc*(o) is not the
total macroscopic ac conductivity s*(o) that is related to the
complex dielectric permittivity via s*(o) = ioe0e*(o). The rela-
tionship between them can be found in ref. 102.

Using the relationship between the frequency-dependent
conductivity and the Fourier transform of the mean-squared
displacement (MSD) hr2(t)i103

s�ðoÞ ¼ �o2 nq2

6kBT
lim
d!0

ð1
0

r2ðtÞ
� �

exp �iot� dtð Þdt; (A11)

where n is the number density of the mobile carriers, q is the
carrier charge, and kB is the Boltzmann constant, we finally
obtain from (A10) that

f�ðoÞ ¼ 1

io 1þ io
6kBTe0

PN
i¼1

niqi2 r�2i ðoÞ
� �� �; (A12)

where hr*2(o)i defines the Fourier transform of the MSD hr2(t)i.

Static permittivity

To find the static case instead of the relaxation eqn (A2) (at
shutdown of the external field) we must consider the evaluation
equation at the switch on of the external field. In this case,
eqn (A2) transforms into

Pðt; rÞ ¼ e0w
ðt
0

dt0fpðt� t0ÞEexðt0; rÞ: (A13)

Now, however, that the step function fp(t) is an increasing
function, therefore we must define the conductivity as sc(t) =
e0wqfp(t)/qt. Then, in the case of constant field Eex(t,r) = E�ez,
where E = const, we have

PðtÞ ¼ PðtÞj j ¼ E

ðt
0

ðt� t0Þsðt0Þdt0: (A14)

Using the definition of the static dielectric permittivity44 and
the relationship (A11), we finally obtain

De ¼ es � e1 ¼
Pðt!1Þ

e0E
¼ nq2

6kBTe0
R2;

R2 ¼ lim
t!1

r2ðtÞ
� �

;

(A15)

where R2 can be defined as a maximal MSD of the defect. In the
case of N types of defect we have

De ¼ es � e1 ¼
1

6kBTe0

XN
i¼1

niqi
2Ri

2: (A16)

Mathematical Appendix B: the
calculation of the vibration mode in a
fractal H-bond network

The required expression for the oscillation part huosc
2(t)i in

eqn (7) is equal by definition to

uosc
2ðtÞ

� �
¼
ð1
0

r2Gsðr; tÞdr; (B1)

where Gs(r,t) is the self-correlation function which defines the
probability of finding the atom (in our case, the water mole-
cule) at r and time t that was at the origin at time 0. Assuming
that the liquid water appears as a network of coupled harmonic
oscillators with vibrational density of states g(o), we can use the
well-known results of van Hove92 and Vineyard93 for the iso-
tropic case91 to calculate Gs(r,t)

Gs(r,t) = [pw2(t)]�3/2 exp[�r2/w2(t)], (B2)
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where

w2ðtÞ ¼ 4ðLð0Þ � LðtÞÞ;

LðtÞ ¼ �h

2MN

ð
gðoÞ
o

1� exp � �ho
kBT

� �� ��1

� expðiotÞ:þ exp �ito� �ho
kBT

� �� �
do:

(B3)

Here M is the mass of the water molecule; N is the concen-
tration of water molecules. In the liquid case, the many-phonon
processes become significant that corresponds to the high
temperature limit. In this case (kBT c �ho)

w2ðtÞ ¼ 4kBT

MN

ð
gðoÞ
o2
ð1� cosotÞdo: (B4)

The result strongly depends on the choice of the state density
function g(o). In the case of the simple Debye spectrum g(o) =
3No2/oD

3, where oD is the Debye frequency (g(o 4 oD) = 0), we
obtain the classical result93

uosc
2ðtÞ

� �
¼ 3

2
w2ðtÞ ¼ 18kBT

MoD
2
1� sinoDt

oDt

� �
: (B5)

However, the expression (B5) is valid only for the solid state,
when we have an ideal 3D lattice with intact oscillators. If we
consider water as a H-bond network with a fractal spectral
dimension equals to df, the density state g(o) for acoustic
modes (o B k) is specified as89,90

gðoÞ ¼ dfNf
odf�1

odf
D

; df ¼
2DH

2þ y
: (B6)

Here parameter y is related to the diffusion type of defect
through the H-bond network;104 DH is the Hausdorff dimension;
the parameter Nf defines the total number of normal modes of
vibration. Thus, substituting eqn (B6) into eqn (B4), we obtain

uosc
2ðtÞ

� �
¼ 3

2
w2ðtÞ

¼ 6kBTdfnf

Modf
D

t 2�dfð Þ
ðoDt

0

xdf�3ð1� cosxÞdx: (B7)

where nf = Nf/N is the concentration of normal vibration modes.
Working in the frequency range up to 1 THz we can set
t c oD

�1. Moreover, the integrants in (B7) decay as a power
law (at df o 3), therefore we can extend the upper limit in the
integrals into infinity. As result we have

uosc
2ðtÞ

� �
¼ 6kBTnfð2� dÞ

MoD
2�d cos

pd
2

� �
Gð1� dÞ

d
td;

d ¼ 2� df :

(B8)

Thus, the influence of the H-network vibrations on the defect
migration leads to its anomalous diffusion. The one-sided

Fourier transform of eqn (B8) is

u�2oscðoÞ
� �

¼ ðioÞ�16kBTnf
MoD

2

iogðdÞ
oD

� ��d
; gðdÞ ¼ pð2� dÞ

2 sin pd=2ð Þ

� ��1=d
:

(B9)

The function g(d) is displayed in Fig. 8.
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