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Figure 4 shows the pulse-induced current at Q0=e � 0:51 as a
function of Dt, showing that the coherent oscillation can be
observed in the time domain and that we can control the quantum
state through an arbitrary pulse length Dt. The oscillation ampli-
tude was smaller than that simply expected from 2e per pulse,
2e=Tr � 20 pA. The ®nite rise and fall times of the pulse might
explain this deviation. We recall that in the limit of long rise and fall
times (the adiabatic limit), there would be no transition probability
to |2i. For the realistic rise and fall times of the pulse we assumed in
the simulation above, for example, the amplitude of the oscillations
in hDP(2)i at Q0=e � 0:51 is reduced to ,0.4, by which the current
signal would be decreased. Moreover, the ®nite repetition time (not
much longer than ¡ 2 1

qp1 � ¡ 2 1
qp2 ) could also reduce the signal due to

the incomplete relaxation of |2i to |0i after each pulse.
To further con®rm that the observed oscillation was coherent

oscillation due to Josephson coupling, we estimated the Josephson
energy EJ from the oscillation period Tcoh as EJ � h=Tcoh and
investigated its magnetic-®eld dependence (®lled circles in Fig. 4
inset). We also measured EJ in the frequency domain through
microwave spectroscopy of the energy-level splitting4 (open squares
in Fig. 4 inset). The two sets of data agreed very well, and ®tted the
expected cosine curve.

For future application as quantum computing devices5±7, a
crucial parameter is the decoherence time. The main decoherence
source in a single-Cooper-pair box is thought to be spontaneous
photon emission to the electromagnetic environment1,5±7, and the
decoherence time could exceed 1 ms. But when a probe junction is
used, as in our set-up, the `detection' with quasiparticle tunnelling
through the probe junction would be the main source of decoherence.
So far, we have observed oscillation up to Dt < 2 ns, although low-
frequency background-charge ¯uctuation degraded the direct
current signal and made it dif®cult to determine the envelope of
the decay. A more detailed study of the decoherence time would
provide important information for designing solid-state quantum
circuits using superconducting single-Cooper-pair boxes. M
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Figure 4 Pulse-induced current as a function of the pulse length Dt. The data

correspond to the cross-section of Fig. 3a at Q0=e � 0:51. Inset, Josephson energy

EJ versus the magnetic ¯ux f penetrating through the loop. EJ was estimated by

two independent methods. One was from the period of the coherent oscillation

Tcoh as h/Tcoh. The other was from the gap energy observed in microwave

spectroscopy4. The solid line shows a ®tting curve with EJ�f � 0� � 84 meV

assuming cosine f-dependence of EJ.
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Supercooled water may offer clues to the anomalous properties of
its normal liquid state1. The supercooled state also shows anom-
alous thermodynamic and transport properties at low tempera-
tures2±4. Although there are several theoretical explanations for
this behaviour, no consensus has emerged1,2,5±12. Some theories
preclude the existence of the supercooled liquid below an appar-
ent thermodynamic singularity at 228 K (refs 2, 7, 9); others are
consistent with a continuous region of metastability from the
melting point at 273 K to the glass transition temperature at 136 K
(refs 6, 8, 13). But the data needed to distinguish between these
possibilities have not yet been forthcoming. Here we determine
the diffusivity of amorphous ice by studying isotope intermixing
in ®lms less than 500 nanometres thick. The magnitude and
temperature dependence of the diffusivity is consistent with the
idea that the amorphous solid water melts into a deeply meta-
stable extension of normal liquid water before crystallizing at
160 K. This argues against the idea of a singularity in the super-
cooled regime at ambient pressure.

Water vapour deposited on low-temperature substrates (,140 K)
is known to form an amorphous phase, termed amorphous solid
water (ASW), that is metastable with respect to crystalline ice3,4,14.
There is still a debate about whether this amorphous form of water
transforms to a metastable liquid above the glass transition tem-
perature at 136 K and before crystallization near 160 K (refs 15±17).
Furthermore, if the amorphous solid does melt into a liquid, a
question remains as to whether this liquid is a metastable extension
of supercooled liquid water or a distinct thermodynamic phase15±17.
We have recently measured the difference in the vapour pressure



© 1999 Macmillan Magazines Ltd

letters to nature

NATURE | VOL 398 | 29 APRIL 1999 | www.nature.com 789

between ASW and crystalline ice and determined that thermody-
namic continuity with normal liquid water is possible17. We have
also shown that long-range molecular translational diffusion char-
acteristic of liquid-like behaviour occurs before crystallization18.
Estimates of the liquid diffusion coef®cients yield a diffusivity
roughly a million times greater than that of crystalline ice18.

We employ molecular beams of H2
16O and H2

18O with high
spatial resolution to create nanoscale ASW ®lms (,5,000 AÊ thick).
Temperature-programmed desorption (TPD) is used to measure
quantitatively the desorption kinetics, and thereby reveal the extent
of mixing between the H2

16O and H2
18O layered interfaces17±21.

Quantitative measurements of the desorption rates from the
amorphous and crystalline phases of H2O and D2O have been
used to quantify the crystallization kinetics which can be
described by a classic nucleation and growth mechanism17,20.
The conversion to the thermodynamically stable crystalline
phase results in a concomitant decrease in the vapour pressure
(desorption rate) and the irreversible amorphous to crystalline

transformation14,18,20,21 appears as a `bump' in the 150±160 K tem-
perature range of the TPD spectrum.

We quantify the temperature-dependent diffusivity using a
mathematical model that couples our previous mean-®eld descrip-
tion of the desorption/crystallization kinetics20 to a one-dimen-
sional representation of the diffusive transport between layers. The
effective diffusivity is a linear combination of the amorphous and
crystalline diffusion coef®cients weighted by their respective mole
fractions. We assume an Arrhenius form for the temperature
dependence of the diffusion coef®cients, and vary the amorphous
diffusion parameters to achieve a ®t to the experimental data.

Figure 1 shows TPD spectra and model simulations for two
different total thicknesses of ASW. As shown in Fig. 1a, the onset of
isotopic mixing is abrupt and is concomitant with the phase
transformation of ASW into crystalline ice. If the isotopically
tailored layers did not exhibit diffusive intermixing, all of the
H2

16O molecules would desorb before the onset of H2
18O desorp-

tion. This would be expected if the ASW phase had the diffusivity of
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Figure 1 Comparison of TPD experiment and model simulation. The nanoscale

®lms were created using an effusive molecular beam having a ¯ux of ,0.06

monolayers per second, ML s-1 (1ML � ,1015 molecules cm2 2). Water deposits

were made at 85K, and the temperature was then linearly ramped at a rate of

0.6 K s-1. a, The TPD spectra (top) for an experiment where ,17 layers of H2
16O

(open circles) were deposited on ,16 layers of H2
18O (open squares); the model

simulation (solid line) is also shown. The experiments and simulation are in

excellent agreement. The desorption data show that below 154K only H2
16O (the

species on top) desorbs, but after the phase transition the desorption rates are

nearly equal which indicates signi®cant mixing. Bottom, the graphs below the

TPD spectra are concentration pro®les that reveal the layer-by-layer extent of

mixing of the two isotopes at the given temperature. The mole fraction of each

isotopic species (H2
16O (light shade) and H2

18O (dark shade)) within a given layer

is represented as a horizontal bar graph. The pro®le at 144 K shows that the

isotopes have not mixed, as the top layers consist of only the H2
16O isotope while

the bottom layers consist of only the H2
18O isotope. But by 159K the two isotopes

have completely mixed, as is shown by the nearly equal amounts of the two

isotopes in each layer. At higher temperatures the thin ®lm has crystallized, so

diffusion is `frozen' and the concentration pro®le remains constant as the water

®lm desorbs. b, The TPD spectra (top) for an experiment where ,100 layers of

H2
16O (open circles) were deposited on ,95 layers of H2

18O (open squares) to

create a 195-ML-thick ®lm; the model simulation (solid line) is also shown. The

desorption data show that a large fraction of the H2
16O (species on top) desorbs

before the onset of signi®cant H2
18O (species on bottom) desorption. The

concentration pro®les (bottom) show that although at 153 K the ®lms have

begun to mix, at 159K the two isotopes have not completely mixed before

crystallization of the thin ®lm. The distribution is effectively ``frozen'' by the

complete crystallization above 159 K. The use of thin water isotopic ®lms to

determine the extent of intermixing has been demonstrated previously18. The

growth conditions used here produce optically ¯at non-porous water ®lms19,37. A

roughened interface between the isotopic layers, which in the worst case would

result in intermixing of ÎN (where N is the number of layers), cannot account for

the observed intermixing. The possibility of crack formation during the crystal-

lization has also been studied21. Our kinetic model would not be able to reproduce

the experimental data if the dominant intermixing mechanism were mixing along

(or through) cracks formed in the ®lms. Furthermore, such amechanismcould not

account for the statistical isotopic exchange product yields shown previously18.
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crystalline ice. The simulation results (solid lines) are in excellent
agreement with the experiment. The four illustrations in the bottom
of Fig. 1a show the vertical spatial distribution of the isotopes
obtained from the simulation. At 144 K the two isotopes are
vertically separated as deposited, but by 153 K signi®cant intermix-
ing has occurred. At 159 K the layers have completely mixed and the
®lm has crystallized.

Figure 1b shows the experimental TPD spectra and the model
simulation for a much thicker ®lm. These spectra reveal that only a
limited amount of mixing has occurred before complete crystal-
lization. The vertical spatial distributions of the isotopes, illustrated
in the bottom of the ®gure, show that mixing occurs in concert with
the phase transition but that at 159 K the ®lm has not mixed
completely. Above 159 K the ®lm is completely crystallized, and as
such, the diffusive motion is `frozen out'. As the ®lm thickness
increases, the ®lms show departures from complete mixing because
the effective mixing zone is limited by the time it takes for the ®lm to
crystallize. We have performed similar experiments for a variety of
®lms, and ®nd that the model simulation with a single set of
amorphous diffusion parameters is in excellent agreement with
the experimental data for thicknesses from 30 to 200 monolayers
(ML) irrespective of which isotope is on top. Although not shown
here, experiments using H/D labelled water reveal complete isotopic
scrambling within the intermixed region, thereby demonstrating
intimate chemical contact between the species18.

The temperature dependence of the diffusivity obtained from the

simulation is shown in Fig. 2. In Fig. 2a the diffusivity (solid line)
shows an initial exponential rise with temperature but reaches a
maximum near 157 K and then drops rapidly. As the fraction
crystallized17,18,20,21 increases from 0 to 1 (dashed line), the diffusivity
transforms from completely amorphous diffusion to completely
crystalline diffusion. As the diffusion in the amorphous liquid phase
is much easier than in the crystalline solid phase, the effective
diffusivity shows a maximum when plotted as a function of
temperature. The diffusivity is shown in an Arrhenius plot in
Fig. 2b. The low-temperature diffusivity data show that the amor-
phous diffusion has a relatively high activation energy. An Arrhe-
nius ®t (dashed line) to the diffusivity over the temperature range
147±157 K yields an apparent activation energy of 170 6 40 kJ. The
large uncertainty in the activation energy is due to the insensitivity
of the simulations to the slope of the Arrhenius ®t over the narrow
temperature range before the onset of crystallization. Nonetheless,
the simulations are extremely sensitive to 650% variations in the
absolute value of the amorphous diffusivity over this narrow
temperature range. Above 157 K, the diffusivity drops rapidly
owing to crystallization. Diffusion in crystalline ice in this tem-
perature range (up to 170 K) is extremely small22,23, and nearly
identical simulation results are obtained when the value of crystal-
line diffusion is set to zero. Near 160 K the diffusivity of ASWreaches
,10-12 cm2 s-1, roughly 107 times smaller than the diffusivity of normal
liquid water at room temperature. Such a diffusivity would be
nearly impossible to observe with a macroscopic sampleÐa 1-cm-
thick ®lm would require ,105 years to mix completely. The use of
nanoscale ®lms enables these small diffusivities to be determined
quantitatively.

Figure 3 shows the temperature dependence of the diffusivity for
ASW, liquid water24, supercooled liquid water25,26, and crystalline
ice22,23. An Arrhenius extrapolation of the liquid and supercooled
liquid data does not agree with our ASW diffusivity results; our
results show a much stronger temperature dependence, with an
apparent activation energy of ,170 kJ mol-1. It is known that glass-
forming liquids show markedly non-Arrhenius behaviour as they
are supercooled below their freezing point5,27. The temperature
dependence of this non-Arrhenius behaviour is often well
represented by the empirical Vogel±Fulcher±Tammann (VFT)
equation5,27, D � Do exp 2 �E=�T 2 To�� where D is the temperature
dependent diffusivity, T is the temperature, and D0, E and T0 are ®t
parameters. The solid line labelled VFT in Fig. 3 is the result of
®tting all of the diffusivity data to the VFT equation.

It has been proposed2 that there is a thermodynamic singularity in
the water phase diagram at 228 K. This proposal was partly based on
the observation that many of the physical properties of supercooled
water could be described by a power-law equation of the form,
A � Ao�T=Ts 2 1�g, where A is the property of interest and Ao, g and
Ts are ®t parameters. One interpretation of this singularity is given
by the `̀ stability limit conjecture'', which predicts that normal liquid
water cannot exist below Ts, due to a retracing spinodal7. Another
interpretation is that the apparent singularity is due to the existence
of a second critical point in the water phase diagram8,12. The power-
law prediction for the liquid and supercooled-liquid diffusivity data
is plotted in Fig. 3. Over the temperature range 250±500 K, a
comparison of the ®ts does not provide unambiguous evidence in
support of either the VFTor power-law equations. On an expanded
scale (Fig. 3 inset), the VFT equation deviates from the liquid data
below 250 K by about 25% and the power law gives a better ®t.
However, assuming that the diffusivities from the two temperature
regions can be connected, then the VFT equation describes the
entire set of data spanning a range of 1010 reasonably well (within a
625% deviation). We note that the power-law equation, or any
equation with a temperature singularity at 228 K, cannot ®t both the
ASW and the liquid diffusivity data.

The open question is whether there is a continuity between the
normal supercooled-liquid diffusivity and the liquid-like diffusivity

1×10–13

2×10–13

3×10–13

0.0

0.2

0.4

0.6

0.8

1.0

145 150 155 160 165
Temperature (K)

0

a

b

10–18

10–17

10–16

10–15

10–14

10–13

10–12

6.0 6.1 6.2 6.3 6.4 6.5 6.6 6.7 6.8

148152156160164

1000/T(K)

Amorphous Diffusion
(170 kJ mol–1)

Crystal Diffusion
(59 kJ mol–1)

D
iff

us
iv

ity
 (

cm
2  

s–
1 )

D
iff

us
iv

ity
 (

cm
2  

s–
1 )

Fraction crystallized

Figure 2 Diffusivity versus temperature from the model simulation of the TPD

experimental data. a, The solid line is the diffusivity versus temperature, and the

dashed line is the extent of crystallization of the ASW material. The maximum in

the plot of diffusivity versus temperature is because the diffusivity in the

amorphous liquid phase is much greater than that in the crystalline solid phase.

b, An Arrhenius plot of the same diffusivity data (solid line). The dashed lines are

Arrhenius ®ts to the pure amorphous and pure crystalline diffusion regions. The

apparent activation energies for amorphous and crystalline diffusion are 170 and

59 kJ mol-1, respectively.



© 1999 Macmillan Magazines Ltd

letters to nature

NATURE | VOL 398 | 29 APRIL 1999 | www.nature.com 791

near 150 K. The ASW diffusivity data provide for an interpretation
that does not require either a singularity at 228 K (refs 3, 28, 29) or a
new distinct phase of liquid water16,17. The continuity interpretation
is supported by additional experimental evidence. The markedly
non-Arrhenius behaviour of the VFT ®t is consistent with that of a
fragile liquid5,27 having an ideal glass transition temperature,
To � 118 K (ref. 4). This value is consistent with the experimental
calorimetric glass transition temperature, Tg, observed between 124
and 136 K (refs 30, 31). The rapid decrease in diffusivity on cooling
towards the glass temperature is also consistent with the observation
of no translational diffusion at 125 K within 13.5 hours (ref. 15).
Recent mechanical deformation studies support the liquid-like
behaviour of ASW above its Tg (ref. 32). Furthermore, recent low-
temperature measurements (163±174 K) indicate that the dielectric
relaxation of water has a VFT-like temperature dependence, similar
to that shown in Fig. 3 for the self-diffusivity32,33. Further evidence
against a low-pressure singularity at 228 K comes from experiments
using electron diffraction by large water clusters supercooled to
200 K (ref. 34), and from experiments that measure the velocity
distribution of evaporating water molecules from a liquid water jet
at 210 K (ref. 35). Additionally, recent computational molecular-
dynamics studies of the self diffusion of water molecules in the
deeply supercooled liquid state also support the view that no
thermodynamic instability is required to explain the anomalous
behaviour of the transport properties near the proposed tempera-
ture singularity36Ðalthough these simulations use the SPC-E water
potential which is known to represent inadequately some aspects of
the normal liquid behaviour.

Taken together, the above results, combined with our previous
demonstration of a thermodynamic continuity17, suggest that at the
calorimetric glass transition temperature of 136 K (ref. 31) the

amorphous solid melts into a deeply supercooled metastable exten-
sion of normal liquid water before crystallizing near 160 K. This
interpretation does not require the existence of a temperature
singularity near 228 K (ref. 2) at low pressure (,0.1 MPa), and is
consistent with (but is not proof of) the existence of a second critical
point near 220 K and 0.1 GPa (refs 8, 12). Although our ASW
diffusivity data provide support for a continuity between ASW and
liquid water at low pressure, an unambiguous resolution of the
continuity conundrum must await further experiments in the
unexplored temperature region from 160 to 240 K. Such experi-
ments will be dif®cult because of the rapid crystallization of super-
cooled liquid water below 230 K, and of ASW above 160 K. M
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Figure 3 Temperature dependence of diffusivity. Open circles show the ASW

diffusivity in the temperature range 150±157 K. Also shown are data for the

diffusivity of liquid24 and supercooled liquid25,26 water (open circles) and

crystalline ice22,23 (®lled squares). The dotted lines are Arrhenius extrapolations

of these diffusivities. The solid line labelled VFT is a ®t of the liquid/supercooled

liquid data and ASW diffusivity data to the Vogel±Fulcher±Tammann (VFT)

equation, D � D0e
2 �E=�T 2 T0 �� , where D0 � 3:06 3 102 3 cm2 s2 1, E � 892 K and

T0 � 118 K are the parameters. The dashed line labelled Power Law is a ®t to

the high-temperature (T . 240 K) liquid/supercooled liquid data to the power-law

equation28, D � D0T
1=2�T=Ts 2 1�g, where D0 � 8:9 3 102 6 cm2 s2 1, g � 1:75 and

Ts � 223:4K are the parameters. While the power-law and VFT equations ®t

the high-temperature data reasonably well, the power law is incompatible with

the new low-temperature ASW data reported here. Inset, expanded scale view of

the high-temperature diffusivity data24±26 (®lled circles) and the VFT (solid line) and

power-law (dashed line) ®ts. Above 250 K, both the VFT and power laws give

reasonable ®ts, but below 250 K the VFTcurve misses the data by ,25% and the

power law ®ts the data better.


