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ABSTRACT: When a liquid is cooled, progress down the energy
landscape is arrested near the glass transition temperature T,. In
principle, lower energy states can be accessed by waiting for further
equilibration, but the rough energy landscape of glasses quickly
leads to kinetics on geologically slow time scales below T,. Over
the past decade, progress has been made probing deeper into the
energy landscape via several techniques. By looking at bulk and
surface diffusion, using layered deposition that promotes

equilibration, imaging glass surfaces with faster dynamics below

>

T,, and optically exciting glasses, experiments have moved into a regime of ultrastable, low energy glasses that was difficult to access
in the past. At the same time, both simulations and energy landscape theory based on a random first order transition (RFOT) have
tackled systems that include surfaces, optical excitation, and interfacial dynamics. Here we review some of the recent experimental
work, and how energy landscape theory illuminates glassy dynamics well below the glass transition temperature by making direct
connections between configurational entropy, energy landscape barriers, and the resulting dynamics.

1. INTRODUCTION

Often the introductory lectures in a physical chemistry course
lay out the doctrine that matter can be macroscopically
described by a few variables, typically pressure, temperature,
and composition. This admittedly powerful idea is very
seductive. Armed with such a simple description, the physical
chemist need not worry too much about how a material is made
when studying its behavior. This robustness to the details of
preparation joyfully makes many experiments very reproducible.
Other scientists have a more difficult time. Synthetic chemists
must describe every little detail of their preparations including
from whom they bought reagents! Biologists and engineers also
must describe and report much more about their objects of
study—they clearly inhabit a more complex world than the
chemists. The functions of living things and the operations of
intricate devices depend a lot on their preparation histories.
Transistors are not just lumps of silicon, and cells are not just
bags of enzymes. In this Perspective, we lay out recent
experimental and theoretical progress in an area of physical
chemistry where the details of preparation do matter: the
dynamics in glasses and at glass surfaces.

Apart from their technological importance, glasses have
recently attracted both theoretical physicists and physical
chemists because glasses challenge the most successful
paradigms of late 20th century physics that also relied on a
few-variable description. Like physical chemists, physicists of all
stripes learn early that both vacuum and matter can be described
by a few collective field variables that vary in real space or
momentum space. This description is justified by the ideas of the
renormalization group.' Glasses at first seem amenable to the
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same kind of description. As temperature is lowered, a flowing
fluid all of a sudden either becomes rigid by crystallizing at the
freezing transition or apparently becomes rigid somewhat less
abruptly while remaining amorphous. The crystallization route
is straightforwardly described by the classic paradigm of a small
number of variables, but the formation of a rigid yet amorphous
material, called a “glass”, is not.

How does the standard picture fail us for the amorphous
system? First the appearance of rigidity does not take place at a
very precise temperature the way crystallization is thought to
do.” It depends on the speed of cooling, at the very least. There is
no Gibbs phase rule: Many distinct environments exist at once in
the glassy solid. To add a temporal dimension, glasses continue
to change even after they appear to be sensibly rigid. They are
said to “age”.3 Indeed, on very long-time scales, glasses still seem
to be able to flow, but that flow is not well described by classic
hydrodynamics. The laws of chemical kinetics that we teach
undergraduates also break down in describing this aging process.
The states of glasses are under kinetic control, but the laws of
their kinetics involve many time scales, and the rate laws, like the
stretched exponential described by Kohlrausch,® are more
complex than those used by most synthetic chemists.
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deeper description than is provided by temperature, pressure,
and composition. Statistical distributions reign everywhere in
the glassy state. These distributions vary not only throughout
space but also through time. The RFOT theory, by character-
izing those distributions locally, provides a very useful, albeit
approximate, framework for quantifying how glasses form and
behave. Minimally the RFOT theory suggests that local regions
of a glass must be described by an additional parameter called
the “fictive temperature”,"' ™" which measures how deeply the
system locally has burrowed into its energy landscape. This
variable itself stochastically varies in space and time.

In this Perspective, we first describe important recent
experimental advances in preparing glasses deep in the energy
landscape such that this fictive temperature is in a previously
unexplored range. We then highlight further experimental
advances that directly visualize the diversity and size of the
aperiodic molecular structures of glasses and document that the
kinetic transformations of glasses have a local nature that is
spatially and temporally highly heterogeneous. We then go on to
describe how the RFOT theory illuminates these experiments
and suggests new possibilities for laboratory investigation. While
there are other promising new experiments'* and a range of
theoretical approaches for describing glasses, for this Perspective
we have restricted our attention, attempting to provide a short
and coherent overview.

2. EXPERIMENTAL PROBES DEEP INTO THE ENERGY
LANDSCAPE

Diffusion in Glasses. Figure 1 provides a useful starting
place for understanding recent efforts to produce glasses deep in
the energy landscape. The bulk self-diffusion coefficient Dy, is
shown as a function of inverse temperature for three organic
glass-forming liquids.'>'® These data illustrate the spectacular
slowdown of dynamics as liquids are cooled below the melting
point and toward the glass transition temperature T, Over
roughly 100 K, the diftusion coefficient drops by 13 orders of
magnitude as a low viscosity liquid is continuously converted,
without a major change in structure, to a liquid with such a high
viscosity that it is functionally a solid. The bulk diffusion
coeflicient at T, corresponds to a mean-square-displacement of

g
molecules by only a few molecular diameters per day. Near T,
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Figure 1. Bulk and surface diffusion coefficients for three organic
liquids as a function of normalized inverse temperature; T, is measured
during heating at 10 K/min for a glass prepared by cooling at 10 K/min.
While D, values are similar on the scaled temperature axis for these
three systems, D, varies substantially. D, was measured using
concentration profiling (with S nm resolution) to follow the time-
dependent evolution of an initially sharp interface between protio- and
deuterio-glass formers.'®>* D, was calculated from the time-dependent
flattening of an embossed sinusoidal grating pattern.”* ™ Adapted from
ref 29. Copyright 2019 American Chemical Society.

diffusion in these systems depends strongly on temperature
(each S Kincrement changes D by a factor of 10). The structural
relaxation time 7, the characteristic response time for a small
perturbation, has an even stronger temperature dependence, and
it has already slowed to ~100 s at the conventional laboratory T,
All the bulk diffusion data in Figure 1 were obtained from
samples in metastable equilibrium states such that diffusion
coeflicients do not change with time as long as crystal nucleation
does not occur. To explore regions lower in the energy
landscape, one must equilibrate below the ordinary T, waiting
for times of roughly 7, at the temperature of interest. Achieving
equilibrium even a bit below the conventional T, for the liquids
in Figure 1 would require roughly 1 month at 0.95 T, and more
than 1000 years at 0.9 T,. Thus, it is impractical to produce
materials very low in the energy landscape by this route.

Molecular motion at the surface of a glass can be much faster
than in the bulk and is not as strongly dependent on the
temperature.'”'® Figure 1 shows surface diffusion coefficients D,
for several organic glass formers.'” At T, surface diffusion can be
up to 10° times faster than bulk diffusion. The strong
dependence of Dy/Dy on the molecular structure has been
discussed.'” For systems with only van der Waals interactions,
the loss of nearest neighbors at the surface speeds dynamics.
(See the discussion of RFOT in the next section.) For systems
with hydrogen-bonding, there is a strong drive to preserve these
bonds at the free surface, thus slowing surface diffusion relative
to systems without hydrogen bonds.

There has also been extensive recent work showing fast
molecular motion at polymer glass surfaces”’ and the impact of
surface dynamics on the properties of thin polymer films.”" For
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example, as a result of surface mobility, the average glass
transition temperature of thin polymer films can be lowered by
more than 20 K. In cases where a substrate strongly interacts and
thus slows polymer dynamics,”* a thin polymer film can even
exhibit two glass transitions, one from the top of the film and one
from the bottom.”” An interface between two polymer glasses
can cause dynamics on both sides of the interface to be strongly
perturbed from bulk values.”*

Atomistic View of Glass Dynamics at the Surface.
Glasses are disordered solids, and their structural disorder
ultimately manifests itself at the atomic level, whether the glass
forming units are organic molecules, segments of a polymer,”’ or
small inorganic units.”'~** While it is difficult to apply
techniques such as X-ray diffraction to bulk glasses due to the
diffuse signals,” glass surfaces provide a structural window into
glass dynamics down to the atomic level by using techniques
such as scanning tunneling microscopy, atomic force micros-
copy, or electron microscopy.’>*® As discussed for organic-
based glasses described above, the observed surface dynamics is
more weakly temperature-dependent and much faster than that
of the bulk,>’ allowing molecular motion to be observed
hundreds of Kelvin below the bulk glass transition temperature
T,, deep in the energy landscape. The surfaces that have been
studied have been formed by rapid quenching’® vapor
deposition,?’2 ion bombardment,®® and fracture.*® These
surfaces differ from monolayer films, which also can show
local disorder*’ but lack the three-dimensional network of
interactions that characterizes glasses on the nanoscale in the
bulk or on the surface.

Telegraph-like signals reﬂectin§ two-state transitions have
been observed at polymer surfaces” and can be monitored from
milliseconds to a day down to atomic resolution in some cases®”
by scanning tunneling microscopy movies (Figure 2).37’43 Ona
large variety of substrates including metallic glasses,*"**
semiconductors,”® ceramics,** and insulating films such as
Si0,,”* the cooperatively rearranging regions that hop between
two states are seen to be large compact clusters, containing
about one hundred glass-forming units, so that their diameter
averages N3 =4-5 glass forming units (Figure 2A shows data
for the hafnium boride ceramic). The more immobile clusters
tend to have larger diameters (Figure 2B), so the activation
barrier increases rapidly with cluster size. Compact clusters are
more prevalent on surfaces than stringy rearranging regions,
perhaps because their reduced surface-to-volume ratio mini-
mizes dangling bonds.”* Surfaces with still larger clusters and
slower dynamics can be created by tuning the composition, ™ or
by annealing (thermal cycling).**

By measuring the temperature dependence directly’’ or
estimating the prefactor (~1 ps),* surface activation barriers
ranging from 3 to 14 kT, have been inferred. This wide range
may be due to limitations of the observation window (Figure
2F), but in all cases the barriers are at least a factor of 2 smaller
than the bulk activation barrier for a-relaxations as estimated by
REOT theory,8 putting the surface barriers in the range of the
fastest a-relaxations to average fJ-relaxations (Johari—Goldstein
relaxations). The simplest application of RFOT theory
(assuming surface clusters are identical in size to bulk clusters
and no surface reconstruction) predicts a factor of 2 reduction in
activation energy, at the upper end of the values determined
from experiment.

Surface dynamics are intermediate in rate between bulk a- and
P-relaxations. One can thus map out features of the energy
landscape at the surface directly showing there is a hierarchy of
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Figure 2. Glass surface dynamics of the ceramic hafnium boride (HfB,)
detected by STM sequential imaging.*> (A) Surface cluster hopping
“ap” (0 — 1) between frames and hopping “up”/“down” multiple times
in a single frame. (B) Diameter distribution of clusters observed to hop
and stationary (GFU = glass former units = size of a HfB, moiety). The
inset shows that cooperative motion results from coordinated switching
of bonds, not by independently breaking and reforming bonds. (C)
“Telegraph” trace tunneling current above a single cluster hopping
between two states. (D) Histogram of vertical cluster positions of a
single hopping cluster obtained by calibrating tunneling current vs
vertical distance. (E) Energy landscape obtained from the histogram in
(D) via energy ~—In(population); the barrier was calculated assuming
a prefactor of 10 ps (due to the large mass of an N'/3 = 4 diameter
cluster); k5T is in room temperature units. (F) Computed RFOT (red
= [, blue = a-relaxations) and experimentally observed barrier
distribution for a strong glass former corresponding roughly to HfB,;
kyT, is in glass transition temperature units; the gray band shows the
experimentally accessible window. Reprinted in part with permission
from ref 42. Copyright 2014 American Institute of Physics.

relaxation processes. Parts D and E of Figure 2 show such an
experiment for glassy hafnium boride, a conductive ceramic. By
monitoring the z-axis position of clusters which, overall, give a
telegraph-like signal, finer discrete levels of motion have been
resolved above the tunneling current noise background.*
Although the z-axis motion is not an ideal reaction coordinate,
the resulting probability histogram (Figure 2D) can be inverted
to yield an energy landscape that exhibits not only a large
activation barrier but also some fine structure of just a few k3T in
room temperature units, resulting in measured dynamics down
to milliseconds. Thus, the surface supports rapid highly localized
dynamics, as well as slow dynamics where a cluster hops by a
distance comparable to its own size.

In glass theory, one must distinguish between local vibrational
entropy and global configurational entropy.” Experimentally, the
distinction has been made quantitative for bulk metallic glasses**
by combining neutron scattering measuring the vibrations, and
calorimetry measuring the total entropy; the conclusion is that
most of the excess of the entropy of the bulk glass over that of the
crystal is configurational. On silica surfaces, vibrational and
configurational motions have been imaged directly by collectin%
STM movies over a millisecond to hours dynamic range.™
Experiments reveal two length scales of dynamics, one fast (~1
s1), with 50 picometer displacements, and one slow (2 x 107>
s~!, with nanometer displacements of entire silica clusters from
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which the surface is composed. The faster time scale was
quantitatively identified with motions of Si—O—Si hinges within
a single cluster. Within the framework of RFOT theory, these
rates combined with the observed cluster size yielded a
configurational (cluster hopping) entropy of 0.5 kg per glass
forming unit (SiO,), whereas Si—O—Si hinges within each
cluster flipped typically among two to three substates.
Two-state motions at nearby locations can couple on the
surface to produce collective dynamics. Concerted events where
one two-state transition induces a transition in its neighboring
region (somewhat like an earthquake rearranging the landscape
to cause an afterquake somewhere nearby) lead to more
diffusion-like behavior on glass surfaces (Figure 3A shows an
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Figure 3. (A) Concerted motion or “knock-on effect” of compact
clusters on an a-Si surface. Between frames i and i, the cluster labeled by
a solid yellow arrow in frame ii moves up. This configuration remains
intact for a while, until the cluster marked by a dashed arrow in frame iii
moves to the right, “pushed out of the way”. This configuration then
persists for several minutes. (B) “Telegraph” dynamics of three
compact rearranging regions on a Metglas SA1 surface. The top cluster
spends most of its time in a state of slightly lower free energy; the
middle cluster samples two states almost equally; the bottom cluster
slows down at about 150 min and then resumes faster motion at about
300 min because its local energy landscape temporarily changed. Most
clusters behave like the top two: their two-state traces can be
approximated by exponential kinetics, although the addition of many
such traces with different rates yields nonexponential kinetics in the
bulk.* Reprinted in part with permission from ref 39. Copyright 2011
American Physical Society.

example).” The correlated motion of nearby clusters indicates
that one cluster’s state influences the energy landscape of nearby
clusters.” Figure 3B shows the effect of correlated motion on
single cluster dynamics on a MetGlass SA1 (85% Fe, 10% Si, 5%
B) surface at 295 K: when the local energy landscape of a cluster
is altered due to a nearby collective rearrangement, the cluster’s
rearrangement rate intermittently fluctuates but then returns to
its original value. In addition to such temporal heterogeneity of
individual cluster motion, there is also spatial heterogeneity
between clusters at different locations. It has been shown that
the apparent overall stretched-exponential dynamics of
ensembles of clusters at the surface of MetGlass SAI originates
mainly from a superposition of rates from different regions in
space; i.e, most individual clusters, except for occasional
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intermittency, are characterized by dynamics that is close to
exponential.”’

Although some organic glass formers'” and atomic glasses
crystallize easily at the surface,” there are glass surfaces
impervious to crystallization. As a rationale, the lack of full
three-dimensional connectivity at the surface allows one to build
a surface lattice without dangling bonds, unlike the surface of a
truncated crystal, and thus this can make some atomic glass
surfaces more kinetically stable against crystallization than the
bulk, as observed for Ceg,Al;oCuy,NisCos.”’ Repeated thermal
cycles of this glass lead to bulk crystallization (seen by X-ray
diffraction) but also to significantly larger clusters and reduced
hopping rates at the surface (seen by STM) indicating surface
aging of the glass to a lower fictive temperature. Polymer glasses
vitrified under mechanical rather than thermal stress can show
similar increased stability by allowing more rearrangement of
glass forming units before the glass settles deeply in the
landscape.”'

Using Surface Mobility to Prepare Glasses Deep in the
Energy Landscape. The high mobility of glass surfaces
discussed in the previous two sections can be utilized in physical
vapor deposition to prepare “ultrastable” glasses that are very
deep in the energy landscape. In vapor deposition, molecules (or
atoms) in a vacuum chamber condense from the vapor onto a
temperature-controlled substrate. While physical vapor deposi-
tion has been utilized for decades even on an industrial scale,
only in 2007 was it discovered that very unusual glasses can be
prepared by this route.’® During deposition, mobility of
molecules near the surface can be high enough to allow
substantial equilibration before they are buried by continuing
deposition. In this manner, a well-equilibrated bulk material can
be prepared as every molecule has the opportunity to equilibrate
during deposition. If the substrate is held at about 85% of the
conventional glass transition temperature, glasses with unusually
high density,5 53 high modulus,”” high thermal stability,s‘g’ss_57
and low enthalpy®®>** can be formed; all these properties are
expected for glasses deep in the energy landscape. Relaxation
processes at surfaces are complex and recent work shows that the
surface motions that allow equilibration during deposition®”
often correlate with the surface diffusion coefficients discussed
above,” but they do not always do so.”’

One of the major questions connected with the energy
landscape for amorphous materials is the possible existence of an
ideal glass transition that would occur in a strict thermodynamic
sense at a temperature above absolute zero.””®® As the
temperature is lowered, the entropy of the supercooled liquid
drops more rapidly than the crystal entropy, which is entirely
vibrational. For most glass formers, the configurational portion
of the entropy (associated with the number of packing
arrangements in the supercooled liquid) apparently will drop
to zero, by extrapolation, not too far below the conventional T,
at a temperature denoted as the Kauzmann temperature Ty.
Since the configurational entropy cannot be negative, its
reaching zero would imply reaching the bottom of the potential
energy landscape for amorphous packing. Thus, if the
extrapolation from high temperature is correct, a liquid cooled
infinitely slowly (and yet not crystallizing) would undergo a
phase transition at T to an “ideal glass”. The ideal glass state
would represent a type of perfection in amorphous packing,
since packing cannot be improved by further equilibration at
lower temperature. In the RFOT theory, the decrease of the
configurational entropy, as the temperature is lowered, is the
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dominant cause of the increase in the relaxation time, as
described below.

Vapor-deposited glasses provide an important test for
existence of the ideal glass, as shown in Figure 4. Data are
cooled
120-. 0O liquid-cooled glasses (Ramos, Beasley) 12
B PVD density (Beasley) . é”
® PVD enthalpy (Ramos) “ 5 K/min— S
1154 3
<
~~ o
X )
p— L >
g 1107 T
& 3
L o
105 1 =
1 B “— nearly ideal glass (PVD) C
-z ideal glass (by extrapolation) -0
1004 Tk
e
100 105 110 115 120
T (K)

Figure 4. Fictive temperatures for liquid-cooled and vapor-deposited
samples of ethylbenzene, calculated from enthalpy (red circle) and
density (blue square) measurements. Configurational entropy values
for the supercooled liquid are shown on right. Vapor-deposited glass
samples have the low enthalpy and high density expected for
supercooled liquids equilibrated very near the expected transition to
an ideal glass (at Tx). A crude extrapolation indicates that it would
require at least 1 million years to slowly cool a bulk sample to the same
low enthalpy and high density reached by vapor deposition. Data from
refs 58 and 64; S calculations from ref 65.

configuration

shown here for liquid-cooled and vapor-deposited glasses of
ethylbenzene.”®®* The left axis is the “fictive temperature”, a
convenient measure of where an amorphous system lies on the
potential energy landscape; low values of Tj,. mean a system is
low in the landscape, and when the system is at equilibrium,
Tetive 1S equal to the actual temperature. The bottom axis shows
the temperature (for liquid-cooled glasses) or the substrate
temperature (for vapor-deposited glasses). The solid line in the
upper right (high temperatures) shows the properties of the
equilibrium supercooled liquid. In principle, this line can be
extended to lower temperatures by cooling more slowly. But, as
shown by the comparison of the two open data points, cooling
even 500 times more slowly only lowers Ty .. by a few kelvin.
Thus, it is not practical to make substantial progress down the
energy landscape by simply cooling more slowly.

Figure 4 shows enthalpy and density measurements on vapor-
deposited glasses of ethylbenzene as solid points, indicating that
these materials lie much lower in the energy landscape than the
liquid-cooled glasses. Remarkably, even glasses deposited at
temperatures as low as 103.5 K have the density and enthalpy
expected (by extrapolation) for the supercooled liquid. These
results can be interpreted using configurational entropy
estimates in ref 65. The vapor-deposited sample lowest on the
landscape is estimated to have a configurational entropy that is
five times smaller than the glass slowly cooled from the liquid; its
fictive temperature is only 3 K above the reported Ty = 101 K,
where the configurational entropy extrapolates to zero. If this
extrapolation continues to be correct down to T, then a phase
transition must occur as the ideal glass is obtained. Figure 4 does
not prove that an ideal glass state exists, but the data support this
conclusion and indicate that even if a sharp phase transition is
avoided, the properties of the equilibrium supercooled liquid
must change dramatically near Ty.
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The existence of an ideal glass transition is also supported by
recent computer simulations making use of the “swap” algorithm
in which constltuent particles in a mixture are able to nonlocally
change their size.° With this method, the nonphysical Monte
Carlo moves allow efficient equilibration down to much lower
energies than is possible using molecular dynamics simulations
with realistic motions. Lower energies are achieved because both
the swap simulations and vapor-deposited glasses allow an
efficient preparation scheme that is not available to real bulk
liquids when they are cooled. The configurational entropy
extracted from the swap simulations rapidly drops nearly to zero
with decreasing temperature, consistent with a phase transition
occurring at Ty.

What Molecular Motions Can Occur Deep in the
Landscape? Glasses not too far below T, commonly exhibit
secondary relaxations, such as the Johari—Goldstein f process,
that result from partial reorientation of molecules on the time
scale of seconds and milliseconds. Such relaxations are
substantially suppressed in glasses low in the energy landscape.
The f3 process for toluene, for example, is suppressed by 70% for
vapor- dep051ted glasses in comparison to liquid-cooled
glasses, and this appears to be a typical feature of low energy
glasses®® that is also predicted by RFOT theory.”” In molecular
terms, the long axes of toluene molecules can reorient on average
by about 7° in a liquid-cooled glass” but can only reorient about
2° for vapor-deposited glasses that are low in the landscape.

At liquid helium temperatures, glasses exhibit relaxation
processes often described as quantum tunneling two-level
systems. While these seem to occur with the same amplitude
in all glasses prepared in the normal way by cooling, recent work
has shown that low energy vapor-deposited glasses exhibit a
dramatically reduced density of two-level tunneling systems.”"
The origin of this effect is a matter of discussion presently; some
argue that this results from glass anisotropy rather than low
energy.”' In support of the energy explanation, we note that low
energy computer glasses prepared by the swap algorithm also
showa reduced density of tunneling states (even though they are
isotropic).”” This correlation between the density of two-level
tunneling systems and the depth in the energy landscape was
predicted by the REOT theory, as discussed below.”

Relaxations in glasses are important in several advanced
applications. In some devices for quantum computing, a glass
surrounds a quantum qubit in order to provide isolation. The
two-level tunneling systems in such glasses are thought to be a
dominant source of noise that limits quantum coherence. For
the LIGO project, similar relaxations in the glass mirrors are an
important source of noise; better glass could significantly
improve the detection limit.”*

Glasses Deep in the Landscape Exhibit Enhanced
Chemical and Photochemical Stability. For a typical
organic glass former, the “ideal glass” state is 5—10 kJ/mol
lower in enthalpy than a liquid-cooled glass. As this number is
small compared to typical energies for chemical and photo-
chemical processes (~100 kJ/mol), it might seem unlikely that a
better-packed glass should be able to resist the strong driving
forces associated with chemical reactions. Nevertheless, a low
energy vapor-deposited glass made from an azobenzene
derivative was recently shown to exhibit significantly enhanced
photochemical stability.”” The photon flux required to destroy
the glass structure was ~50 times higher for the vapor-deposited
glass relative to a liquid-cooled glass. Qualitatively similar, but
less dramatlc, results are obtained for photodecarboxylation
reactions.”® In very recent work, it was shown that a well-packed
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Figure S. Optical excitation of amorphous silicon carbide (SiC). (A) Hopping of a cluster down (state —1) and back up (state 1). (B) Dynamics from
an STM “movie” taken over half a day; top trace: laser power 400 mW/cm® Bottom trace: laser power 200 mW/cm? (C) Hopping rate per unit area
(black) and number of clusters seen hopping per unit area (blue) as a function of laser intensity. (D) Near-atomic height ripple formation on the
surface of metallic glass Zrg,Cu, oAl , under krypton ion irradiation. (E) Height profile of highly regular ripples in (D). Reprinted in part with

permission from ref 46. Copyright 2015 American Institute of Physics.

glass of a carboxylic acid shows substantially increased resistance
to reaction with ammonia vapor.”” The ability of better-packed
glasses to resist chemical reactions is likely associated with the
very high barriers for rearrangements in the glass, as opposed to
the average energy of the glass.

Speeding up Glass Dynamics and Aging by Irradi-
ation. As discussed above, glasses can be aged by heat
annealing,”® by stress,”"”’”” or by exploiting faster surface
diffusion, leading to a lower energy glass that is more stable
against attack, and when imaged on glass surfaces, having
somewhat larger glass forming units. Light and particle
irradiation of glasses has a long history and can itself lead to
aging.”® Repeated calorimetry—photoexcitation cycles of sulfur-,
selenium- and arsenic-containing atomic glasses have shown
that their enthalpy is lowered toward the crystalline phase, unlike
the same glasses stored in the dark, where the aging process is
unobservably slow.*'

Photoexcitation can relax chalcogenide glasses structurally.®
Microscopic rearrangements of a semiconductor glass under
illumination have been imaged. Figure SA shows a cooperatively
rearranging region ca. 1 nm in diameter that toggles between two
structural states “+1” and “—1” on an amorphous silicon carbide
surface illuminated just above the bandgap.46 The illumination
level changes the apparent relative steady state populations of
the two states, as seen in Figure 5B. The increased hopping rate
of surface clusters in Figure SC when the energy is supplied by
illumination indicates the equivalent of a lowering of the
effective activation barrier for configurational rearrangement by
~kpT. This observation provides only a lower limit on the
average reduction of effective barriers because higher barriers fall
outside the observation time window of the experiment. The
acceleration of glass surface rearrangements has not been
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connected directly with aging, but it would be very interesting to
see whether illumination can allow glasses to move deeper into
the energy landscape by enhancing cooperative rearrangement.
This will be discussed more in section 3.

Some glasses can even be shaped using illumination that
enhances their fluidity,** a phenomenon that has been used to
assist glass fabrication.** Charged particle irradiation (e.g., ions
such as a particles or Ar*)*" also leads to fluidization and
reconstruction of glass surfaces. As one example, ion-bombard-
ment of glass surfaces leads to structures resembling sand dunes
(Figure SD,E), which maintain the local amorphous properties
of the surface, but appears to create lon%-range periodic patterns
on a scale of many glass forming units.”

3. THEORY OF GLASS DYNAMICS

Glasses, Liquids, Crystals, and the Configurational
Entropy. Many of the exciting observations on glasses deep in
their energy landscape discussed above can be understood usin
the random first order transition (RFOT) theory of glasses.z’
After briefly introducing the quantitative ideas of that theory, we
will explore the relevant predictions from it. When we say a
material is amorphous, we mean its macroscopic shape is not
completely determined by the bonding rules and patterns of its
constituents. In ordinary periodic crystals, a single defined
pattern of atoms called a unit cell is repeated over and over again,
eventually leading to a characteristic macroscopic shape like a
snowflake.*® Liquids macroscopically do not have a fixed shape
but can flow because there are many local patterns of their
constituents that are sufficiently close in energy so that they can
coexist and interconvert. When this interconversion through
local motions is slow enough an amorphous body will appear
rigid on long time scales. While perhaps slowly reconfiguring,
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this amorphous body, now called a “glass”, can still rapidly
transmit forces from one atom to another by vibrational motions
over macroscopically large distances giving the appearance of
rigidity.

If the total energy of a system is limited, the forces between
atoms provide constraints on the accessible local patterns of
atomic arrangements and, consequently, on the molecular
motions. The laws of quantum chemistry provide these
constraints, which may be in conflict with each other. Organic
molecules, for example, prefer to crowd together where they can
be attracted to each other by dispersion forces but, once
together, they cannot sterically overlap.”” Metal atoms likewise
prefer to come together to share electrons but once they are
close their inner electron shells lead to repulsion. In
chalcogenide and metalloid glasses,”**” specific covalent
bonding patterns are stabilized through resonance in only a
few constrained ways consistent with maintaining closed shell
structures with paired electrons. All these emergent local
constraints, for a large enough system, leave open a large
multiplicity of patterns to be available to compete energetically.

At high temperatures, then, liquids can easily take advantage
of attractive forces while leaving many structural options open.
As the temperature is lowered and the depth in the energy
landscape increases, however, the number of options for
arranging the molecules locally goes down rapidly. To use the
language of the earlier sections, we say that the “configurational
entropy” decreases upon cooling. In crystallization at a
sufficiently low temperature, through the Boltzmann factor,
the energetic advantage of a single macroscopic configuration
that employs the same repeating low energy local structural
pattern, the unit cell, over and over again eventually can exceed
the countervailing entropic advantage of the extremely large
number of less well-bonded configurations. If one waits long
enough, then, the random motions of the atoms will allow a
region of the liquid to form a crystal nucleus, which will go on to
grow.

When nucleation and further growth have not had enough
time to occur, instead, a glass is formed. In this case, the system
has found a reasonably energetically satisfactory arrangement of
atoms in each local region, but there remain equally satisfactory
alternatives that are hard to access. To change its structure, the
glass typically needs at least transiently to locally explore higher
energy states; thereby the system is trapped in a local minimum.
To access alternative configurations that are as energetically
satisfactory as the starting structure takes more and more time
because when the system is cooled the number of local options
to escape dwindles. In this way, the search for a new and deeper
local minimum becomes an activated process. The locality of
atomic motions is what necessitates the system having to access
higher energy transition states by borrowing thermal energy
from vibrations. A small region, with its atoms trapped vibrating
around a local energetic minimum, can take on a rearranged
local structure that remains sitting in the same surroundings,
which can respond elastically but have not yet had time to move
substantially to a new minimum. This tentative search for other
energetically accessible states is favored by the fact that thereisa
huge multiplicity of minima that can be reached owing to the
extensive nature of the configurational entropy S.. Almost all of
these rearranged local structures, while energetically comfort-
able internally, will however break the steric rules or the bonding
rules at their margins, where they contact the surrounding
environment, which has not yet been able to move. The
rearranged regions, in their original environment, will thus for a
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time be high energy states, giving an activation barrier. If the
entropic driving force for rearrangement grows more rapidly
with size than does the mismatch energy cost, the reconfigura-
tion events encounter no significant free energy barrier and
therefore they can occur readily. At high temperatures, then,
local structures rearrange on time scales only somewhat larger
than vibrational times. We say a collisional picture of motion is
valid in this regime. When the configurational entropy per
particle—the main contributor to the driving force for
reconfiguration—is small because the system is cold and deep
in the energy landscape, however, the mismatch energies will
prevent very small regions from being able to move. In this lower
temperature regime, there is a finite free energy activation that
can be overcome and now only for a large enough region,
because the configurational entropy, being extensive, must
eventually overcome the mismatch energies, which can be at
most a surface term.

The RFOT Theory. The microcanonical version of the
argument we have just sketched is called the “library
construction” in the random first order transition (RFOT)
theory (Figure 6).” We can see the main quantitative ingredients

In\iEiaI Coejig.
VOFOLS

O

Global Library

Local Library N=5 Local Library N=7

Figure 6. Illustration of the library construction of aperiodic states.’
The first column shows a sketch of the free energy minima of the global
system. Subsequent tiers show the states that are accessible from a given
starting point by reconfiguring N particles in a given location. As the
region size grows, both the typical mismatch penalty for inserting an
alternative state and the multiplicity of alternative states grows. Given a
large enough region, eventually another metastable state with the same
thermal weight can be found with probability one.

of the analysis are the internal energy of the local patterns at
which every configuration starts, the mismatch energy cost of
fitting in alternative accessible local configurations, and the
energies as well as the multiplicities of the states that now
become thermodynamically available because of the diversity of
possible local patterns. Each of these quantities does not have a
unique value—as it would in a periodic crystal—but, instead,
takes on different values in different locations of the glass
because everywhere different structures and environments are
encountered. These quantities, therefore, each have a distribu-
tion of values. The RFOT theory provides a microscopic recipe
for computing all the relevant statistical quantities from first
principles. These statistical quantities can be estimated using
experimentally measurable thermodynamic quantities, such as
heat capacity or elastic moduli, even when completely
microscopic calculations starting from intermolecular forces
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would presently be too cumbersome.””””" We will sketch the
microscopic arguments below, but our focus here is not on the
calculational recipes themselves but on the predictions that
follow from them that relate to the more recent experiments.

Translating our description of the library construction into
equations, the RFOT theory describes the free energy profile for
escape from a local minimum using simple approximations.
Deep in the glassy state, the regions that reconfigure turn out to
be compact.”> The typical free energy cost F(N) when a
compact region containing N glass-forming units (e.g., N SiO,
moieties or N organic molecules) has been reconfigured in its
environment is

F(N) = yN'? + N(Ag, — Ts) (1)
Here y describes the mismatch penalty, Ag; is the free energy
difference between the reconfiguring states, and s, is the
configurational entropy per reconfiguring unit, as discussed in
more detail next. In liquids the drive is essentially entropic (s,),
reflecting the multiplicity of structures, but in an arrested glass
state that is not at thermal equilibrium there is an additional
drive that depends on the difference Ag; in the Gibbs free energy
of the final state that will be accessed at the ambient temperature
and the starting state. That excess energy has a nonzero average,
when the initial state has not yet been equilibrated or when an
additional external stress has been applied to the glass after it was
quenched. This driving force also fluctuates, giving rise to
fluctuations of barriers etc. Since the initial configuration is
metastable, there is a restoring force for moving a small number
of glass-forming units (“beads”) while not disturbing their
surroundings. One can think of this restoring force much as the
mismatch penalty between the majority and minority ghases in
the classical nucleation theory. A detailed argument™® shows
that the typical mismatch penalty however grows as yN'/2, where
the coefficient y reflects the restoring force due to distorting the
bonds/contacts around an individual bead. The N'/* growth is
slower than the conventional N*/* scaling of the surface energy
with the surface area used in the ordinary nucleation theory
because the mismatching surface can be reconstructed in many
ways to better accommodate both the new and the old
configurations. Informally speaking, since the initial and final
configurations are both typical, the penalty for “mixing them up”
should not in any event exceed the typical value of fluctuation of
the free energy of an individual metastable state;”" hence, the
nontrivial N'/2 scaling provides a bound. We see that there is a
value N* of the region size, at which the free energy of the
perturbed region-plus-environment equals the free energy of the
initial unperturbed state, F(N)ly_y+ = 0. This size also
corresponds, in an equilibrated sample, to the size of a region
to which another metastable state would surely be available at
the starting energy. The volume of a region encompassing N*
beads therefore defines a dynamic correlation volume

&= N*a® (2)
where a° is the volume of the bead. The quantity 1/£ thus
reflects the spatial concentration of strained regions, each being
near the transition state for reconfiguration.

The Shape and Dynamics of the Cooperatively
Rearranging Regions. At higher temperatures, the rearrang-
ing region need not be compact: There is an entropic advantage
to having a complex shape.”” Near the crossover to collisional
dynamics, the rearranging regions resemble percolation clusters
or strings (Figure 7, top). Such open structures, however, have
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string-like, and far below the crossover (lower portion), where they are
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many mismatches with their surroundings so that both the
entropy and mismatch energy grow such that the free energy
cost to rearrange accumulates, as the region grows in size,
resulting in a simple linear growth of the free energy cost with
the region size:

F(N) =y'N+ N(Ag, - Ts) — kT(In QN =¢N  (3)

The mismatch penalty y’N grows faster with the region size N
than the penalty for the compact regions in eq 1, apparently
disfavoring the fractal paths to rearrangement but there are
many shapes of the fractal objects. The multiplicity of shapes
gives—in addition to the usual configurational entropic
contribution—the shape entropy N In €, which also scales
with N, reflecting the number of ways Q a string (or a fractal
cluster) can be constructed emanating from a given location. If
the resulting coeflicient ¢ is positive, local structures are stable
against stringy, or fractal, reconfigurations; regions of the glass
can, however, still change via compact rearrangements. But we
see that the RFOT theory predicts that at high temperature,
when the coeflicient ¢ is negative, stringy motions encounter no
barrier; they are purely collisional and can be described by mode
coupling theory. Owing to fluctuations in the driving forces, the
transition between collisional and activated transport is not
sharp but, rather, is a soft crossover. The RFOT theory predicts
this so-called dynamical transition occurs near viscosities of 10°—
10* cPs.

The structurally relaxing regions in the RFOT theory thus,
generally, undergo a kind of displacive transition that spans a
compact core decorated by string-like protrusions, as illustrated
in Figure 7. Owing to the overlap of strings near the dynamical
crossover, the typical string length is usually relatively modest.
The compact core however grows to 5—6 beads across near the
laboratory glass transition and, thus, encompasses more than
100 beads.

The energy mismatch penalty coefficients y and y’ can be
estimated in several ways. Xia and Wolynes used density
functional arguments to relate them to the vibrational entropy
loss when particles are caged.® Their argument suggests the
penalties essentially scale with the glass transition temperature
because the Lindemann length is nearly universal. Alternatively,
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the penalties can be estimated still more explicitly using
completely nonthermodynamic input, the finite frequency
elastic moduli and the structure factor.”””"”* Both approaches
predict an otherwise surprising relation between the configura-
tional heat capacity of the liquid and the rate of growth of the
relaxation barrier with lowering the temperature (m =
d(log(7))/d(T,/T) near the glass transition, which is called
the fragility).” The configurational heat capacity can be
measured calorimetrically and is close to the excess liquid heat
capacity over the corresponding crystal. Together these
estimates make it possible to predict the absolute values of
both the relaxation barrier and the spatial extent of the
reconfiguration. We show the predicted temperature depend-
ence of the cooperativity length & in Figure 8a. Before RFOT
theory, Adam and Gibbs assumed that the reconfiguring region
would have a fixed number of possible structures. This is not
true. The RFOT theory predicts instead that the logarithm of the
multiplicity of structures in a reconfiguring region, called the
complexity, grows as the search for new structures becomes more
difficult when the temperature is lowered. According to the
RFOT theory the complexity simply equals to the Arrhenius
exponent for the relaxation time up to a fixed numerical
constant. In Figure 8b, we compare the RFOT prediction (the
dashed line) with a lower bound for the complexity of a
rearranging region that is computed for several substances from
experimental input using the method of Berthier et al.,*® shown
by the colored lines.

Below the dynamical crossover, most of the time, both the
compact and the string-like reconfiguration processes initially
must proceed uphill for small values of N, but there are
fluctuations in the driving force and, thus, variations in the
barriers that must be overcome. The fluctuations of the barrier
heights for compact rearranging regions imply the a-relaxation is
nonexponential, and in fact, RFOT theory predicts that the so-
called stretching exponent in the Kohlrausch law* should
correlate—as it in fact experimentally does—with fragility.”*
The driving force fluctuations of the noncompact, stringy
rearranging regions turn out to be respon51ble for the faster, -
wing of the structural relaxations.”” The p-relaxations, while
always present, generically contribute less to structural
relaxations above the glass transition than do the compact, a-
relaxations. But below the glass transition, the p-relaxations
become more experimentally prominent because the a-
relaxation has slowed outside the observable time window.
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The Glass Transition. The droplet and string theory
arguments of RFOT provide a simple way of locating the glass
transition upon cooling. They also can be used deeper in the
energy Iandscape More or less in the traditional way of glass
scientists,'' " the glass transition temperature is crossed when
the free energy activation barrier has grown so large that the
reconfiguration rate for each region of the mosaic in Figure 6 is
slower than the cooling rate d(log T)/dt. T, then depends both
on the mismatch energies and the configurational entropy per
bead. Roughly speaking, the amount of configuration entropy at
T, is of order 1 kg per particle. It is worth pausing to note that
therefore even a nanoparticle-sized rearranging region has an
astronomical number of accessible structures at T, necessitating
the statistical analysis used in REOT theory. After cooling below
T, if one is willing to wait long enough, a fraction of this ample
number of states can still be accessed. The slow exploration of
these states is called agmg In agreement with experiments,”*”
RFOT theory predicts’ that initially just below T, what was a
strongly non-Arrhenius « relaxation above T,— havmg a huge
enthalpy barrier in the electonvolt range that is compensated by
a large entropy of activation reflecting the complexity of the
rearranging region—becomes a still slow but nearly Arrhenius
process with a smaller enthalpy barrier and smaller entropy of
activation.

The ratio of the enthalpy barriers above and below T§
correlates with fragility, as quantitatively predicted by RFOT.’
The mosaic character of the RFOT picture, then, suggests, that
after some aging has occurred, the glass becomes still more
heterogeneous than it was just at Ty, when it first fell out of
equilibrium. According to RFOT theory, after aging some of
the least stable regions at T, reconfigure to become now
ultrastable and that then these regions relax even more slowly
than typical regions do.” Some experiments have reported
detecting these reconfigured regions through their “ultra-slow
relaxation”,”” ™" an observation that would challenge the
homogeneous view of the aged glass used in mean field theorles
that is implicit in the use of a single fictive temperature.” The
relaxation of these ultrastable regions also distorts the
calorlmetry of an aged glass when it is heated about the glass
transition. °° Thus, we see REOT theory suggests that no glass
can be described with complete accuracy through a single global
fictive temperature but rather is heterogeneous in local fictive
temperature, the degree of inhomogeneity depending on the
preparation history.
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Dynamics at Surfaces. Owing to the slowness of aging,
reaching very deeply into the energy landscape requires more
than a human lifetime and thus much more than patience. The
vapor deposition method gets around the cooling time scale
issue by allowing relaxation to occur in stages at the surface of
the glass sample, while it is being grown. RFOT theory explains
the experimentally observed high surface mobility during
preparation in a quite simple way: there clearly are no mismatch
constraints at the interface between the growing glass and the
vacuum above it (Figure 2A). REOT theory then predicts*’ —
under the approximation there are no other structural changes in
the surface layers—that the activation free energy at the surface
will be halved from its bulk value because of the missing
constraints. This argument also appears to be roughly consistent
with the reconfiguration rates measured experimentally at glass
surfaces.”

The enhanced surface mobility predicted by RFOT theory
also means that when the glass is heated above the glass
transition, the surface of the glass will become mobile well before
the interior of a glass. This leads to the phenomenon of
rejuvenation fronts emanating from the surface, which has been
observed for ultrastable glasses.'”" ~'** Splitting of cooperatively
rearranging regions with enhanced mobility on the surface has
also been observed directly on 1.5 nm SiO, films.>*

In the RFOT framework, a mathematical description of front
propagation in glasses follows from the realization that the
mobilization of a rearranging region in a glass has a knock-on
effect on its neighborhood, essentially loosening the constraints
on the unrearranged material, allowing it now to rearrange
almost as if it were near the free surface. The knock-on effect has
been imaged directly on glass surfaces (Figure 3A).”**” This is
sometimes called facilitation.'”> Wolynes and his co-workers
have described front propagation by using a scheme that
combines the mode coupling theory of glassy dynamics, which is
most appropriate in the collisional high temperature regime with
the local activated event dynamics that we have just
described.'°™"% This extended mode coupling theory was
initially developed by Bhattacharyya, Bagchi, and Wolynes'*” to
describe the equilibrated supercooled liquid. In the rejuvenating
glass, the rates of activated events depend on the local fictive
temperature, which now varies in space and time. The local
fictive temperature, however, relaxes to the ambient temperature
at a rate that depends on the local mobility that also varies in
space and time. The local mobility, according to the extended
mode coupling theory, however itself obeys a nonlinear diffusion
equation with a source from the activated dynamics that in turn
depends on the local fictive temperature and the ambient
temperature.'°° The resulting coupled equations resemble the
fluid mechanical theory of combustion where burning regions
heat up their neighbors through thermal conduction and the
local burning rate depends on the local temperature in an
activated fashion."'” When the glass is heated, this theory
suggests rejuvenation fronts travel much as flames travel in
combustible gases. Figure 9 shows this front propagation in a
detailed calculation that includes dynamic heterogeneity by
Wisitsorasak and Wolynes.'”® The front velocities predicted by
RFOT theory agree well, but not perfectly, with experiments; see
Figure 1 of ref 108.

Mechanical Properties of Glasses. The nonuniqueness of
relatively stable atomic configurations—in contrast with
periodic crystals—does not by itself imply any strict mechanical
instability or weakness of the aperiodic crystalline mosaic. On
the contrary, the barriers for activated reconfigurations between
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Figure 9. RFOT calculation showing the progression of mobility fronts
emanating from the two vertical walls that are free surfaces. The color
scheme represents the mobility field on a log scale. In the final pattern,
nearly the entire sample has been rejuvenated.'®® Reprinted in part with
permission from ref 108. Copyright 2014 American Physical Society.

distinct aperiodic free energy minima in glassy solids being very
high make these materials sturdier than most known structural
materials based on crystalline matter. Unlike ordinary metals,
which fail through the motions of dislocations or grain
boundaries, glasses strongly resist such deformation under
shear stress, typically until they crack.

The RFOT theorg quantitatively explains this very high yield
strength of glasses.”” The limiting strength can be computed by
including a built-in stress energy due to an externally imposed
shear in the expression for the initial value of the enthalpy of a
reconfiguring region when computing the driving force for
reconfiguration. This stress can be eliminated by adopting a
shear-free final state for a stringy reconfiguration event. The
onset of mechanical instability is, then, signaled by the vanishing
of the slope ¢ of the free energy profile for string growth in the
strained material, much like at the thermal dynamical transition.
RFOT theory predictions for the yield strength for several
glasses are shown in Figure 10. The predictions agree well with
experiment. Notice the RFOT theory predicts that currently
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Figure 10. Predicted values of the limiting strength for several glasses,
due to Wisitsorasak and Wolynes (black circles),”® plotted vs the shear
modulus for select materials, alongside their experimental values (red
triangles). The black and red lines are best linear fits through the
corresponding sets.
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accessible ultrastable glasses should be at least twice as strong as
ordinary glasses obtained by thermal quenching.””

The imposition of shear can be so strongly resisted that a glass
cracks and then shatters because the stored strain energy is
sufficient to dissociate its bonds. If the attractive forces holding
the glasses together are very strong, as in metallic glasses, a
different failure mode can appear. Once, through a reconfigura-
tion event, a small region has become unstable and, thus,
becomes mobilized, through a mechanism like that of the
rejuvenation front, this, now stress-free, region facilitates
transitions in its neighbors. The rejuvenation front emanating
from such a local instability allows macroscopic flow in the form
of localized shear bands.'”” To describe this process,
Wisitsorasak and Wolynes have augmented their description
of rejuvenation front propagation by including the energetic
effects of shear as in the calculation of yield strength. They
couple their extended mode coupling equation with the
equations of elasticity, containing a Maxwell relaxation rate
proportional to the local mobility. Their theory quantitatively
reproduces the overshoot of the normal stress—strain relation of
flowing materials that is seen when they are sheared; this
overshoot is exemplified in Figure 11. In Figure 12, we show the

1000 T - -
e 1x1072 57!
¢ 5x107 st
800 e A 1x107% s7!
N s 2x107* 57!
=y [
& 600 o
E, * D )
w
& 400 . ]
g/‘:) . Y
200
A A
0 a4 - L - -
0 0.1 0.2 0.3 0.4
Strain

Figure 11. Stress—strain curves for a 2D sample of a Vitreloy 1 metallic
glass predicted at four strain rates.'”” The ambient temperature of the
glass is held at 643 K during sample compression. The stress initially
increases almost linearly as the strain increases. The curves then switch
to the steady-state regime above a strain of ~0.15. For applied strain
rates above a threshold, a stress overshoot appears around a strain of
0.0S. The blue symbols are experimental data taken from ref 111 for a
bulk sample of Vitreloy 1. The red symbols connected by a red line
show the simulation results.
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Figure 12. 2D simulation snapshot of the Vitreloy 1 specimen under a
strain rate of 0.01 s~,'%7 the length measured in nanometers. The
ambient temperature is equal to T = 643 K. The data are shown when
the strain is equal to 0.2. The color represents the fictive temperature
field. The arrows represent the strain field’s magnitude and direction.

(The material is incompressible.)

predicted spatial variation of mobility in flowing under shear as
well as the accompanying strain fields. The shear band initially
becomes more mobile than its surroundings, but owing to its

high mobility, it then hardens by burrowing deeper in the
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landscape. This scheme may also explain why electron
microscopy on shear bands sometimes reveals a region of
crystallinity, since the higher mobility in the shear band at the
low ambient temperature enables crystals to nucleate there.''”
Glasses Deep in the Energy Landscape. The question of
the mechanical stability of a glass, which is a strongly
nonequilibrium system, seems to resemble the question of the
stability of a colloidal suspension or a granular pile, which are
typically made of much larger units. Because of their large size
units, the latter systems can be thought of, however, as being
jammed at zero temperature or infinite pressure: The kinetic
pressure from thermal motion of their large units is much, much
smaller than the externally imposed forces and the forces
between the grains, in contradistinction with molecular systems.
Because the motions of the constituent particles are already
slow, colloidal and granular systems fall out of equilibrium at
relatively low densities near the collisional regime. Further
structural relaxation, then, can lead to substantial volume
change, as well as significant changes in local coordination. Thus,
we see that depending on the fictive and ambient temperatures, a
dynamically arrested glass will respond strongly to compression as
well as to shear. If the glass has a low density to start with, local
regions can stabilize by collapsing. Surprisingly, then, sufficient
compression of a stable glassy solid can lead to a mechanical
instability. This is one way of looking at the phenomenon of
jamming,''? Figure 13 shows a statistical mechanical phase
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' \\
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Figure 13. Off-equilibrium diagram of a non-mean-field liquid in the
density—inverse pressure plane.''® The equilibrium equation of states
will be followed under infinitely slow compression. At any finite rate of
compression, the system falls out of equilibrium at densities above p,
and will remain in the same structure. Along the spinodal line, the
nonequilibrium glass can no longer sustain the compressive force and
begins to form avalanches. On this line, the glass is only marginally
stable.

diagram based on this idea developed by Lubchenko and
Wolynes. Their diagram for a finite-dimensional system
resembles a phase diagram for the hard sphere glass in infinite
dimensions obtained using mean field replica methods.'"*~""
In the mean field theory, the spinodal transition line is called the
Gardner transition, which was originally studied for spin systems
and is also quite relevant to the theory of neural networks and
machine learning.

In the Lubchenko—Wolynes picture, the “spinodal” line of
instability that appears upon compression (purple curve
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separating blue to red zones in Figure 13), which would be sharp
at zero temperature, will be a crossover at any finite ambient
temperature where it emerges from the dynamical transition,
which itself is a crossover. We see that the properties of the
overcompressed, collapsed glass or granular assemblies should
depend on details of the preparation history.

There is, in the general case, no mathematical proof that the
most stable structure of a simple molecular substance must be a
periodic crystal. Periodicity of the ground state for hard spheres
in three dimensions has been rigorously proved,"'” but even
without proof, we know empirically that the most simple, pure
glass formers can be coaxed into a periodic crystalline structure
that energetically competes with their glassy forms. Stevenson
and Wolynes have analyzed how crystallization kinetically
competes with glass formation.''® Over a large regime of
supercooling, their picture, based on RFOT theory, reproduces
the patterns discovered by Turnbull and co-workers, concerning
the competition of freezing and glass transition temperature,
that led to the invention of metallic glasses.''” Their theory also
predicts, however, that there should be a change of
crystallization mechanism for bulk glasses at very large degrees
of supercooling. Their levels of supercooling are not far from
what can now be achieved in terms of ultrastability by vapor
deposition. The predicted change of mechanism occurs because
at increasing supercooling, the size of the critical crystal nucleus
decreases, while, conversely, the size of a cooperatively
rearranging region increases. Once these two lengths approach
each other upon cooling, fluctuation effects allow a sort of
nanoscale porcelain to form in which small crystalline regions
are interslpersed in less stable regions of the glass. Stevenson and
Wolynes' ' propose that the unusual heterogeneities sometimes
seen in glasses by scattering or single-molecule experiments arise
from this mechanism, when the nuclei can form but cannot grow
quickly."*® Also, at deep supercooling, the growth of pre-existing
crystals changes mechanism, consistent with this idea, so that
crystal growth is no longer slaved to bulk glass mobility,'"®
another otherwise puzzling experimental observation that has
excited recent interest. This mechanism also suggests that
crystallization can occur more readily near a free surface.””''*
Devitrification at free surfaces is quite commonly seen in
pharmaceutical glasses and in the archeology of Roman glasses,
leading to their having a beautifully iridescent patina. Crystalline
nuclei embedded in the amorphous matrix have been imaged
directly on metallic glass surfaces subjected to temperature
cycling.**

The library of metastable aperiodic configurations in a glassy
mosaic is characterized by a distribution of the Gibbs energies of
individual configurations. Much of this distribution stems from
the distribution of the enthalpy of individual aperiodic structures
and, thus, there is a statistical distribution of the quantum
mechanical energy levels. RFOT theory then implies that in a
compact region of volume £, one can always find two alternative
conﬁgurations whose respective energies are in near resonance,
with AE < kgT. Since the energies of the structurally
intermediate configurations are distributed, a region that is
only marginally larger than & also will typically contain two
distinct configurations that can interconvert via quantum
tunneling, on experimental time scales.”® Thus, the RFOT
theory explains why a quenched glass hosts a substantial number
of residual degrees of freedom that behave like quantum
mechanical two-state systems at low ambient temperature. In
this way, the familiar idea of resonance between different
structures helps one understand not only basic chemical notions
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such as the perfectly circular shape of the benzene ring but also
the low-temperature properties of glasses. The distinct
resonance structures in glasses differ from the more familiar
chemical cases in that the corresponding motions involve
hundreds of atoms that are each much heavier than the proton.
How is it possible for so many heavy things to tunnel? Much as
for the topological defects in trans-polyacetylene,"*" the motion
can occur sequentially by coordinated switching of bonds,
allowing small adjustments each of order a Lindemann length
that need not break and re-form bonds (see inset in Figure 2B).
The statistics of these tunneling processes account for the
puzzling linear term in the heat capacity of cryogenic glasses, as
well as the quadratic heat conductivity.””'**~'*° This
identification of the two-level systems in glasses with the
quantized motions of cooperatively rearranging regions explains
why this density of two-level excitations is so weakly dependent
on chemical detail, since the size of rearranging regions is about
the same in all glasses formed by cooling. On the other hand, this
identification predicts that the density of two-level systems,”
like the f-relaxation process, should be reduced for ultrastable
glasses. As discussed above, most recent measurements are
consistent with that nearly 20-year old prediction”"

In trans-polyacetylene, topological defects separate regions
having perfect alternation patterns of the single and double
bonds and can be thought of as domain walls in a one-
dimensional system. The domain walls in the glassy mosaic have
many more vibrational modes than the point-like walls found in
one-dimensional conjugated polymers. The resulting enhanced
density of local soft vibrational states accounts for the famous
boson peak seen by spectroscopists, which is predicted to be
reduced in intensity in ultrastable glasses.'**"'**

At a domain wall in a covalently bonded glass, an electronic
state can be found, which is similar to the three-center orbital in
the Iy molecule but is significantly more delocalized;'*® it is a
truly multicenter bond than contains orbitals from both the
valence and conduction band. This quantum chemistry, found in
amorphous chalcogenides, explains that the domain walls will
host midgap electronic states."”*'*” These midgap states
become optically active and, synchronously, become ESR active
after the glass is illuminated by photons with frequencies greater
than the insulating gap.*”

The motions of cooperatively rearranging regions in
molecular glasses can also be activated by the absorption of
light when they contain a suitable absorber, which can isomerize
in its excited state. An example of this is azobenzene dissolved in
glassy organic matrices.*” After such a photoinitiated isomer-
ization, the glass becomes locally strained and thus will have
pockets of high fictive temperature. The resulting strain energy,
then, can catalyze a more extensive rearrangement of the
glass,"* as shown in Figure SB. In this way, photon activation
indeed fluidizes a glass at temperatures substantially below the
usual glass transition. These rearrangements may be able to
allow access locally to still deeper parts of the energy
landscape,****'*° perhaps providing a new route to ultra-
stability. In any event, such photon-activated transformations
also allow glasses to encode and store information. This
phenomenon is already being used in computer memories,
where in the case of chalcogenides, photoactivation of them
apparently leads to local crystallization."*

4. PROSPECTS

Richard Feynman's striking motto, “There is plenty of room at
the bottom!”,"*" has inspired generations of nanotechnologists.
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We hope this perspective will entice readers to recognize the
relevance of this motto also for the exploration of the depths of
the energy landscapes of glasses. At first sight applying
Feynman’s motto to the energy landscape sounds like a paradox:
the third law of thermodynamics implies a vanishing entropy at
the absolute zero—so then, what is there to explore down there
in the depths? Yet, just as in the low temperature physics of
liquid helium, there is no contradiction because the molecules in
glasses become ever more dynamically correlated into large yet
still moving groups capable of structural rearrangement, as the
glass descends into its energetic depths. These larger groups
move more slowly, yes, but their multiplicity of arrangement
allows plenty of complex behavior still to go on that beckons to
be explored.

For theoretical scientists, much of the challenge of glasses is to
find the new mathematical laws needed to describe the
complexity near the bottom of the landscape. For the
experimental scientist, challenges and opportunities arise from
both the novel and intricate history dependence of glassy matter
and the subtlety of the resulting nanoscale motions in glasses
that occur in a size range just now coming in to view with new
dynamic microscopies at the atomic level”” and single molecule
observational methods capable of gathering sufficient statis-
tics."*?

Even from the purely scientific point of view, then, there are
still more phenomena occurring in glasses to intrigue us than we
have been able to describe here in this short review. As in low
temperature physics, the low entropy density means that quite
subtle energetic interactions between already locally ordered
structures can play a bigger role than we are used to when
studying ordinary liquids. These subtle interactions can lead to
anisotropic structures or ordering on larger length scales, giving
rise to stripy patterns of density or of composition,"*” in the case
of mixtures. The topic of liquid—liquid phase separation in
single-component liquids has generated much interest and
discussion in the past decades (not all of it pleasant!). To what
extent is this issue operationally well-defined in the glassy state?
What replaces the Gibbs phase rule, if anything? As in the
question of the competition with crystallization, subtle
experimental probes of liquid—liquid phase separation will be
needed to settle the nature of these transitions owing to the
already intrinsically heterogeneous nature of the glassy states of
matter. The nature of chemical bonding, chemical reactivity,
photochemistry, and quantum phenomena in materials trapped
deep in the energy landscape provide still more challenges
despite having been exploited technologically for decades.
Likewise the fact that analogous theoretical issues arise in the
study of biomolecules'** and in the active matter that makes up
cells'*>"*® motivates still more work.

In this Perspective, we have only mentioned en passant the
relevance of exploring the deep energy landscape for technology:
memory storage devices, superstrong materials, and controllable
pharmaceutical delivery are just some of the ongoing efforts
today. It is amazing how much has already been accomplished
while our physicochemical understanding has still been in flux. A
more complete exploration and understanding of the rules
relevant to describing glasses will enable a more organized
approach to designing and building useful devices and
structures, by being able to control their stability and dynamics
and exploiting intelligently the flexibility of having myriad
preparation protocols that are made possible by the glassy
energy landscape’s complexity.
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