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1. Introduction

Molecular electronics, which involves the use of molecules
and molecular assemblies as passive and active electronic de-
vices,[1–3] has attracted much attention because it allows for
the design and realization of novel nano-scale devices. A re-
lated, but conceptually different, approach is to use molecular
functionality to influence and control the characteristics of
otherwise conventional electronic devices.[4,5] In this way, one
can benefit from both the inherent design flexibility offered
by molecules and the maturity and robustness of semiconduc-
tor-based electronic devices, so as to enjoy the best of both
worlds. For example, hybrid structures comprised of molecu-
lar layers adsorbed on semiconducting or metallic substrates
have been shown to exhibit novel electro-optical[6,7] and mag-
netic[8,9] properties that the individual components do not nec-
essarily possess on their own.

Here, we focus on one specific strategy for modifying elec-
tronic device properties with molecules, viz. use of polar
monolayers at surfaces and interfaces.[4,5,10] Generally, a polar
monolayer introduces a net electrical dipole perpendicular to
the surface/interface.[10] This results in a potential shift that
modifies the work function and electron affinity at a surface
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Molecules in (or as) electronic devices are attractive because the variety and flexibil-
ity inherent in organic chemistry can be harnessed towards a systematic design of
electrical properties. Specifically, monolayers of polar molecules introduce a net di-
pole, which controls surface and interface barriers and enables chemical sensing via
dipole modification. Due to the long range of electrostatic phenomena, polar monolayer properties are determined
not only by the type of molecules and/or bonding configuration to the substrate, but also by size, (dis-)order, and
adsorption patterns within the monolayer. Thus, a comprehensive understanding of polar monolayer characteris-
tics and their influence on electronic devices requires an approach that transcends typical chemical designs, i.e.,
one that incorporates long-range effects, in addition to short-range effects due to local chemistry. We review and
explain the main uses of polar organic monolayers in shaping electronic device properties, with an emphasis on
long-range cooperative effects and on the differences between electrical properties of uniform and non-uniform
monolayers.
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and changes the band offset and band bending at an interface.
This dipole effect is a general one and can be obtained with
non-molecular treatments as well.[11–13] Nevertheless, the use
of molecules, especially organic ones, allows a systematic tun-
ing of the desired dipole moment by an appropriate choice of
the functional group.[4] Because several functional groups can
be attached to the same basic unit, optimal dipole design can
be achieved together with optimal design of other pertinent
chemical and (opto)-electrical properties, e.g., binding
group(s), frontier orbital energy levels, etc.[14]

The dipole associated with a polar monolayer is usually
modeled within the semi-classical Helmholtz picture, which
effectively treats the monolayer as a dielectric “parallel plate
capacitor”.[10,15] Predictions from this simple picture often
provides qualitative or semi-quantitative understanding of re-
sults from polar molecular layers at surfaces and interfaces.
However, significant difficulties in data interpretation within
this simple picture have also been encountered. One example
is the demonstrated modulation of current in the channel of a
field effect transistor (FET) upon adsorption of a polar layer,
where the molecular dipole substitutes or augments the tran-
sistor’s gate.[16–18] As there is no electric field outside a dipole
layer in the parallel plate capacitor model, it is difficult to un-
derstand why this device actually works experimentally.[17]

Another example is that changes observed in the current-volt-
age behavior of Schottky diodes possessing a polar monolayer
at the metal/semiconductor interfaces are inconsistent with
the Helmholtz dipole at the interface.[19]

Obviously, a molecular layer is different from a textbook
parallel plate capacitor. On the scale of inter-atomic distances,
even a perfectly ordered layer of molecules is a quantum me-
chanical object with rapid variations in charge density along
both the lateral and the vertical directions. Up close, the elec-
tric field distribution of a molecular layer is quite different
from that of a classical parallel plate capacitor with its charge
assumed to be perfectly smeared out in the lateral directions.
These marked differences immediately raise two questions:
First, do the problems associated with the above-described ex-
perimental observations suggest that a more realistic view of
ideal monolayers needs to be adopted, or are they a manifes-
tation of significant deviations from monolayer ideality (via,
e.g., pinholes, domains, periodic patterns, disorder, etc.)? Sec-
ond, to what extent can we still rationalize the experimental
results semi-classically, albeit with a refined model, and
where, if at all, are we observing inherently quantum effects?

To answer these questions, we offer here a comprehensive
analysis of the electrostatics of polar monolayers, where each
molecule is modeled as a classical point dipole. In Section 2,
we use this model to analyze ideal (i.e., perfectly periodic)
monolayers. We compare and contrast the predictions of this
simple approach with first principles quantum mechanical cal-
culations using density functional theory (DFT), reported in
the literature for a variety of substrates and polar adsorbates.
We then show that the point dipole model not only captures

the main features of the computational studies but also pro-
vides an underlying rationale for the successes of the parallel
plate capacitor picture for certain experimental findings. In
Section 3, we use the point-dipole model to examine how the
electrostatic properties of non-ideal monolayers differ from
those of the ideal ones. We show how non-ideality can explain
experimental results that are unexplained by the Helmholtz
picture and provide guidelines for the prediction of new ex-
perimental results. Additionally, we examine how the picture
is modified for polar molecule adsorption on lower-dimen-
sional structures, especially 1d nano-wires. Finally, a summary
and outlook is given in Section 4.

2. Electrostatics of Ideal Polar Monolayers

We define an ideal molecular monolayer as an infinite, de-
fect-free, two-dimensional periodic array of molecules. An
overview of its electrostatics is a natural starting point for our
analysis. First, this system is “closest in spirit” to the ideal par-
allel plate capacitor, an issue elaborated below. Second, first
principles calculations with a manageable unit cell size can be
performed readily for ideal monolayers, because of the cell
periodicity.[20] Comparing the simple electrostatics analysis to
full-fledged quantum mechanical calculations can, thus, serve
to examine its validity and to understand its limitations. As
the simplest possible representation for an ideal monolayer
beyond the parallel plate capacitor model, we consider a peri-
odic array of point dipoles with the inter-molecular spacing.
This effectively ignores all quantum mechanical aspects of the
molecular assembly, e.g., any details of chemical bonds with
the substrate.

The potential and field at a point�r due to a point dipole �p
at the origin is given (in cgs units) by[21]

V ��p ��r
r3 ; �E � 1

r3 �3��p � �r��r ��p� (1)

where r = �r and �r ��r�r� For simplicity, we assume that the
dipole is pointing in the z direction. In this case, the potential
and electric field simplify to

V��r� � p cos h�r2; Er��r� � 2p cos h�r3; Eh��r� � p sin h�r3 (2)

where V is the potential, Er and Eh are the electric field com-
ponents in the direction of�r and perpendicular to that direc-
tion, respectively, and h is the polar angle.

When an array of dipoles is assembled, the potential and
electric field simply add up according to the superposition
principle. However, it is important to remember that mole-
cules are polarizable and, therefore, their net dipole moment
may change in response to external electric fields, such as
those due to dipoles of other molecules. A simple electrostatic
model of this phenomenon was constructed by MacDonald
and Barlow.[22] They showed that, to first order, molecular po-
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larizability can be taken into account by relating
the molecular dipole p to the gas phase molecular
dipole p0 via

p � p0 � aEz (3)

where Ez is the external electric field at the posi-
tion of the point dipole and a is the molecular po-
larizability. For each point dipole, a summation
over the electric field due to the infinite 2d array
of all other dipoles shows that the net external
electric field it feels is[23]

Ez � �kp
a3 (4)

where a is the inter-dipole distance along one di-
rection of periodicity and k is a constant – first
computed by Topping[23] – that depends only on
the geometry of the periodic array. For example, k
≅ 9.034 for a square unit cell and k ≅ 11.034 for a
triangular unit cell. Combining Equations 3 and
4 yields[22]

p � p0

1 � ak�a3 (5)

Equation 5 reveals that a depolarization, i.e., a re-
duction of the molecular dipole with respect to its
gas phase value, is expected. Physically, each mole-
cule experiences an electric field due to all other
molecules, which points in a direction opposite to
that of the molecule’s own dipole. Therefore, the
molecule partially depolarizes in response to this
on-site electric field. This tendency can also be un-
derstood in terms of the Le Chatelier principle: as
the molecules are brought closer together, the elec-
trostatic energy of the system increases. The molec-
ular depolarization reduces this increase and there-
fore acts so as to counteract the perturbation.[24]

The depolarization phenomenon predicted by
Equation 5 has been found in many experimental
studies of the dipole of polar monolayers (cf., e.g.,
ref. [24]). In most cases the findings were inter-
preted using an empirical dielectric constant, the
relation of which to the polarizability picture pre-
sented here is discussed below. However, an expli-
cit and elegant use of Equation 5 for interpreting
experimental data has been given recently by Fu-
kagawa et al.[25] They measured work function changes upon
adsorption of titanyl phthalocyanine (OTiPc) on graphite, as a
function of coverage, as shown in Figure 1a. By computing
the dipole density from the coverage and using this value in
Equation 5, they were able to obtain a very good fit with the
experimental data and to deduce an experimental value for
the molecular polarizability.

Recently, Equation 5 has also been used successfully for in-
terpreting quantum mechanical calculations of potential and

dipole trends in polar monolayers.[26–29] Importantly, these
studies analyzed very different substrates, molecules, and
bonding configurations. The fact that the simple electrostatic
model embodied in Equation 5 was found to be useful in all
of these cases strongly suggests that the pertinent phenomen-
ology is indeed governed by classical, rather than quantum,
effects. As an example, a comparison of the predictions of
Equation 5 with DFT calculations for a series of benzene de-
rivatives adsorbed on the Si(111) surface is shown in Fig-
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Figure 1. a) Circles: Experimental dependence of the work function of a graphite sub-
strate on OTiPc coverage. The dashed line represents the limiting behavior in the low cov-
erage region (∼ 0.3 monolayer). Curves 1–3 represent fitting with different polarizability
values using Equation 5. Inset: A schematic representation of the molecular orientation
and direction of the dipoles in the monolayer. Reproduced from [25], with permission,
copyright 2006 American Institute of Physics b) DFT-computed surface dipole (to within
an arbitrary constant), in Debye units (1 Debye ≅ 3.3 × 10–30 Cb·m) as a function of gas
phase dipole for different benzene derivatives adsorbed on a Si(111) substrate and for
both 1 monolayer and 0.5 monolayer coverage. Circles: DFT-computed values. Crosses:
computed values upon removal of the Si substrate, i.e., for a “free standing” molecular
film. Solid lines: linear fit of the DFTresults. Dashed lines: results obtained from Equation
5 using the known polarizability of benzene. All DFTdata used were taken from [26], with
permission.



ure 1b.[26] The agreement between the classical and quantum
calculation is very good and is particularly remarkable, given
that the lateral distance between the molecules is similar to
their length, i.e., point dipole is not a good approximation for
these molecules. Note, however, that Equation 5 only ad-
dresses the dielectric response of individual molecules. In
densely packed molecular layers, collective effects due to in-
ter-molecular[30] or molecule-substrate[31] interactions, as well
as significant structural changes,[32] may take place so as to
further depolarize the monolayer.

Having understood how each molecular dipole is affected
by the presence of other dipoles, the remaining major ques-
tion is what electrical potential is generated by an array of
(possibly partially depolarized) dipoles. To answer this ques-
tion we consider an infinitely periodic array of finite-length
dipoles, i.e., an infinitely periodic sheet of negative point
charges at the z = 0 plane, separated from an infinitely peri-
odic sheet of positive point charges at the z = d plane. For
simplicity (and with no loss of generality for the physical con-
clusions given below), we assume a rectangular unit cell with
rectangle sides of dimensions a and b. The overall spatial
charge distribution, q�x� y� z�, is then given by:

��x� y� z� �

q
�∞

k�l��∞
d�x � ka� y � lb� z � d� �

�∞

k�l��∞
d�x � ka� y � lb� z�

� �

(6)

where q is the proton charge and d(·) is the Dirac delta func-
tion. This charge distribution results in a periodic potential.
Its form outside the dipolar double layer can be expressed as
a Fourier series as an immediate consequence of the expan-
sion given by Lennard-Jones and Dent for a planar periodic
array of monopoles.[33] The result is[34]

V�x� y� z� � Vav �
�∞

m�n��∞

′ q

ab
����������������������������������
�m�a�2 � �n�b�2

� e
i2p mx

a
�ny

b

� �

�e�2p
�����������������������
�m�a�2��n�b�2

	

z�d
 � e�2p

�����������������������
�m�a�2��n�b�2

	

z
� (7)

where

Vav�z � 0� � Vaz�z � 0� � 4pqd
ab

�8�

and the prime in the summation indicates exclusion of the
m=n=0 term. Furthermore, if we let d → 0 while keeping the
dipole p=qd constant, we obtain[35]

V�x� y� z� � Vav �
�∞

m�n��∞

′ 2pp
ab

ei2p�mx

a
�ny

b
�e�2p

�����������������������
�m�a�2��n�b�2

	

z
 (9)

The salient point of Equations 7–9 is that for an infinite, pe-
riodic 2d array of dipoles, the power-law behavior of an iso-

lated dipole (Eq. 1) is replaced by a sum of exponentially
decaying terms. The decay is slowest for m = 1, n = 0, or
m = 0, n = 1, i.e., the maximal decay length is
l max � max�a�2p�b�2p�. This means that, for either a point
dipole (Eq. 9) or a finite dipole (Eq. 7), outside the dipolar
sheet the potential rapidly converges to a constant because of
the rapidly decaying exponential terms. We note that the
striking differences in the behavior of an ensemble of identi-
cal objects from that of a single one are well-known in electro-
magnetic theory, e.g., in the analysis of antenna arrays.[36] Such
differences are equally valid for nano-scale objects because
the laws of electrostatics are scale independent.

An illustration of this effect is given in Figure 2, where the
magnitude of the electrostatic field due to an isolated dipole
and a planar dipolar array are compared. It is readily ob-

served that the electric field decrease is indeed much more
pronounced for the dipolar layer than for the isolated dipole.
Importantly, there exists a significant range of z values where
the single dipole field is significant but the monolayer field is
already negligible. This range of z values is inherently of the
order of lateral dipole distances, as the vertical decay length,
lmax, is proportional to (and smaller by 2p than) the maximal
lateral inter-molecular distance.

Physically, the difference between a single point dipole and
a sheet of point dipoles can be further understood by consid-
ering that the electric field lines of a point dipole must form
closed loops. At any given point slightly below the xy plane,
the z-component of the electric field due to dipoles positioned
directly above this point (i.e., those positioned near (x,y,0)) is
of opposite sign to that from dipoles that are laterally far from
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Figure 2. Distribution of the electric field magnitude, on a logarithmic
scale, in the xz plane due to: a) A single dipole with p = 4 Debye and
d = 2 Å; b) A square array of such dipoles with inter-dipole separation of
a = b = 6 Å. Dipole positions are indicated on the figure as arrows.



this point. The lateral components of the electric field also
tend to cancel. For example, the y-component of the electric
field due to dipoles positioned at the half-plane (x’,y’ > y,0) is
of opposite sign to that due to dipoles positioned at the other
half (x’,y’ < y,0). At a point close to the xy plane, the extent of
the “left-right” and “near-far” cancellations depends on the
exact lateral location (x,y) of this point relative to the mesh of
the molecular dipoles. As one moves away from the dipolar
layer, things smooth out, the electric field becomes increas-
ingly negligible, and the potential becomes increasingly close
to a constant.

Again, it is appropriate to ask whether the electrostatics
predictions can really explain first principles quantum me-
chanical calculations. First, the basic phenomenology of Fig-
ure 2, namely, the induction of significant electric fields in an
underlying substrate from a single polar molecule, but not
from a molecular monolayer, despite the same local chemistry
in both cases (i.e., the same molecule being bound to the same
substrate in the same way), has been recently confirmed by
the detailed DFT calculations of Deutsch et al.[37] Further-
more, we argue that the suppression of significant electric
fields in the substrates explains systematically a host of recent
monolayer results that may appear puzzling from a traditional
chemical point of view.

Consider again the results of Figure 1b. Remarkably, the
figure also shows that the relative difference in the surface di-
poles due to different benzene derivatives is almost complete-
ly independent of whether the Si substrate is present or absent
in the calculation. Natan et al. have argued that this is an im-
mediate consequence of the rapid decay of the electric field
outside the polar group.[26] This argument is confirmed expli-
citly in Figure 3a, where the average electrostatic potential
along the z-axis is shown for several of the Si(111)-adsorbed
benzene derivatives of Figure 1b. Clearly, the potential differ-
ences resulting from a change of the polar group decay rapidly
away from the position of the polar group. These differences
become insignificant by the middle of the benzene ring and
are completely negligible at the position of the Si substrate.
These arguments also explain the recent DFT results of Hei-
mel et al.,[29,40,41] shown in Figure 3b, where a change of the
polar group for Au(111)-adsorbed conjugated thiols yielded
only an additive change of surface work function, i.e., there
was no significant interaction of the dipole field with the sub-
strate. Again, this is clearly a consequence of the fact that the
electrostatic potential induced by the polar group decays rap-
idly through the farther aromatic ring and can no longer be
“felt” by the Au substrate.

Generally speaking, one can predict from similar arguments
that when both the head and tail group of a sufficiently long
molecule are polar, the overall monolayer dipole will be close
to a simple sum of the two dipoles, because of the negligible
extent of the field due to one dipolar sheet at the position of
the other. Interestingly, this additivity has been noted as a cur-
ious experimental observation already in the 1930s, for a film
of dibasic esters on water.[42] In more modern times, a similar
additivity between the dipole due to the functional group and

the dipole due to the molecule-substrate chemical bond itself
has been found, e.g., in the DFT calculations of Rusu and
Brocks[43] and Sushko and Shluger.[44] Naturally, this argu-
ment can be extended to molecular assemblies possessing sev-
eral “layers” of polar groups, as has been elaborated by Taylor
and Bayes.[45]

It may be prudent at this point to caution against two possi-
ble pitfalls in the electrostatic interpretation of DFT calcula-
tions. First, if periodic arrays are modeled using a finite clus-
ter, as is often the case in quantum chemistry, then neither
Equation 5 nor Equation 9 rigorously holds. Consequently,
significant electric fields may be found even when they should
be negligible in a continuous layer and the intra-molecular de-
polarization may not be captured properly due to the absence
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Figure 3. Average electrostatic potential as a function of position inside
the structure for a substrate adsorbed with a polar monolayer (at half
coverage) with several different polar groups [38,39]. a) Si(111)-adsorbed
benzene derivatives, with functional groups of NO2, Br, and NH2,
adapted from [26]. b) Au(111)-adsorbed 4′-substituted 4-mercaptobiphe-
nyls with functional groups of CN, SH, and NH2, reproduced from [40],
with permission, copyright 2006, American Institute of Physics. Also
noted are the Fermi level (EF) highest occupied molecular orbital
(HOMO), and the ionization potential of the modified surface (IP).



of the periodic replicas.[37] The latter observation is consistent
with the observation of Cornil et al., who found that a finite
cluster should consist of at least tens of molecules for the de-
polarization to reach its monolayer value.[28] If, instead, peri-
odic boundary conditions are used, this problem obviously
does not arise. However, it is important to note that graphical
representations of potentials that are laterally averaged over
the periodic unit cell, such as those presented in Figure 3,
could be misleading. Consider, e.g., the potential given by
Equation 9. Because it is, by definition, periodic in x and y,
lateral averaging makes all its components except Vav (which
is the m = n = 0 term) vanish at any depth z irrespectively of
actual field penetration! In other words, the xy averaged po-
tential outside the dipolar sheet is z-independent. The same is
true if the potential of Equation 9 is screened by a uniform di-
electric constant throughout the unit cell. The potential
changes due to different polar groups, shown in Figure 3, are
observed essentially because the dielectric response is not mi-
croscopically uniform. Especially for periodic monolayers
with low molecular coverage, where significant electric fields
can exist deep within the more uniform bulk, lateral averaging
can grossly under-represent the extent of field penetration
and, similarly, the extent of charge transfer between substrate
and molecule.

The preceding arguments highlight intra-monolayer depo-
larization and a rapid decay of electric fields outside the
monolayer as the hallmarks of monolayer electrostatics. Tak-
en together, they allow us to comment on the rationale for
and validity of the heuristic Helmholtz equation. This equa-
tion relates the potential drop across a polar monolayer, DV,
to its gas phase dipole, P0, as:[4,10]

DV � 4p
NP0 cos ���

Ae
(10)

where A is the surface area, N is the number of molecules, �
is the molecular tilt angle relative to the surface normal, and e
is an effective dielectric constant of the monolayer (not to be
confused with the bulk dielectric constant of a molecular solid
of the same molecules). Sufficiently far away from the polar
monolayer, where all exponential potential terms are negligi-
ble, the potential drop across the polar monolayer is given by
the difference of Vav above and below the monolayer and
Equation 8 then yields:

DV � 4pp0

ab�1 � ak�a3� (11)

If we identify P0cos(�), the z-component of the molecular
dipole, with the point dipole p0; A/N, the “footprint” of a sin-
gle molecule, with the area per point dipole, ab; and e, the di-
electric constant, with the depolarization factor, 1 + ak/a3,
Equations 10 and 11 become identical. We conclude, then,
that the uniform density approximation (namely, the parallel
plate capacitor model) works because all potential terms due
to non-uniform density components decay exponentially and
that the dielectric constant approximation works because it
mimics the intra-molecular depolarization. We also note that

more elaborate models comprising several capacitors for sys-
tems with several dipolar layers and also including image ef-
fects have been constructed and applied successfully.[44–48]

Using either Equation 10 or Equation 11, we immediately
see how a molecular layer at the surface contributes a poten-
tial drop, DV, that affects the surface work function and/or
electron affinity by eDV. Such effects have indeed been ob-
served experimentally for, e.g., Au.[49,50] For semiconductors, a
series of studies by Cahen and coworkers,[4,5] showed that the
electron affinity of many semiconductors, such as CdTe,[51]

CdSe,[52] GaAs,[53] Si,[54] ZnO,[55] and even polycrystalline
CuInSe2

[50,51] can be changed systematically by adsorbing sets
of benzoic and dicarboxylic acid molecules, with varying di-
pole moments (by changing a given substituent in the mole-
cules) but identical binding to the semiconductor substrates.
In these studies, varying the molecular dipoles was achieved
mostly by changing the functional group at the top of the
monolayer (cf. Fig. 1b). Similar electron affinity modifications
were observed for, e.g., TiO2,[56] In:SnO2,[57] and SiO2.[58] Gen-
erally, a linear relation exists between changes in the electron
affinity and the magnitudes of the gas phase molecular di-
poles, as shown in Figure 1b, such that a positive dipole in-
creases the semiconductor electron affinity, whereas the use
of a negative molecular dipole decreases it.[59] It should be
noted, however, that in many of the above experimental stud-
ies, straightforward fitting results in an effective dielectric
constant e that is larger than that expected from molecular de-
polarization. Possibly, this is because using e as an empirical
fitting parameter allows one to “bury” within it other factors,
such as partial coverage, adsorption of foreign molecules (e.g.,
water), etc.

In a similar vein, Equations 10 and 11 predict that a interfa-
cial dipolar layer can affect the interface dipole and related
quantities, such as the Schottky barrier height for metal/semi-
conductor junctions and the band offset for semiconductor
heterojunctions. For example, Campbell et al. have shown
that they can control the Schottky barrier between a metal
electrode and an organic semiconducting film using self-as-
sembled monolayers.[60] Several studies have shown the ability
to control the electrical properties of junctions between met-
als and inorganic semiconductors by means of adsorbing rela-
tively small organic molecules, such as carboxylic acids on the
semiconductor[55,61–63] and cyclic disulfides on the metal side
of the interfaces.[64] Examples of junctions that were studied
include Au/GaAs (n- and p-type),[61–63] Au/ZnO,[55] Au/Si
(with a thin native oxide),[64] and (oxide free) Hg/Si[65] junc-
tions. In most cases, systematic changes in charge transport
behavior across the molecularly modified junctions were in-
deed observed.

Importantly, for monolayers “sandwiched” between a metal
and a semiconductor the net interfacial dipole direction can
be a strong function of the molecular bond to the substrate
and/or the nature and method of deposition of the contact
metal.[62] In fact, a comparison of different contacting modes
has shown that an intimate contact (i.e., < 1–2 Å proximity)
between the molecules’ exposed substituents and the (top)
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metal contact completely inverted the molecular dipole effect
on the electrical characteristics of the resulting devices. This
behavior was explained by effective dipole inversion due to
metal-molecule polarization and partial charge redistribution
between metal and molecules[62] (cf. also refs. [66] and [67]).
A similar effect, suggesting dipole inversion, was found for
Au contacts evaporated indirectly, on a cooled substrate, on a
n-GaAs substrate bearing a molecular monolayer.[68,69] If Pd
was used instead of Au, no such inversion was observed.[68,70]

This striking difference was attributed to the difference in
growth mechanisms of the Pd and Au films, viz., two dimen-
sional and three dimensional growth, respectively, that leads
to differences in the interaction of the metal with the mole-
cules.[69]

Finally, it is well-known that a dipole at a semiconductor-in-
sulator interface of a metal/insulator/semiconductor junction
will change the threshold voltage of a field effect transistor
based on this structure. This means that this quantity, too, can
be controlled by polar organic layers. This has been elegantly
demonstrated by Kobayashi et al.,[71] who showed that they
could control the surface carrier density in an organic thin
film transistor using organosilane self-assembled monolayers
sandwiched between the SiO2 insulator and the active organic
film.

3. Electrostatics of Non-ideal Polar Monolayers

Obviously, the perfectly ordered, infinitely periodic molecu-
lar monolayer studied in the previous section is an idealiza-
tion that is rarely encountered in practice. However, as shown
above, this does not mean that it cannot capture correctly
some of the salient features of realistic monolayers. In this
section, we discuss various non-ideal scenarios, with an em-
phasis on identifying monolayer properties and ensuing de-
vice behavior where significant qualitative discrepancies be-
tween ideal and real monolayers are expected.

Because organic monolayers often form domains,[72] we
start by considering the electrostatics of an ordered array of
point dipoles of finite size. To understand how the electric
field distribution differs from that of an infinite monolayer,
we compute the electric field distribution below such an array
by numerically superposing the field of each dipole in the ar-
ray, as given by Equation 1. For simplicity, we again neglect
depolarization effects. Note, however, that the depolarization
within a finite domain is not uniform because the electric
fields at the center and at the edge of the domain are not the
same, as elaborated below. This can make a quantitative dif-
ference, but can be neglected to first order for a discussion of
qualitative features.[73]

Several different views of an instructive example – rectan-
gular finite domains of various sizes, each consisting of the
same dipoles as studied in Figure 2 – are given in Figure 4.

The electric field distributions due to finite dipolar domains
with dimensions of 60 × 60 Å2, 120 × 120 Å2, and 240 ×
240 Å2 are given in Figure 4a and b, respectively, for planes

lying 10 Å and 100 Å below the dipolar layer. At 10 Å below
the dipolar layer, there is a pronounced edge effect, similar to
that of a classical plate capacitor: The field is stronger at the
edge and is by-and-large independent of the domain size. The
field decays towards the center of the domain. At the center,
the electric field value is smaller the larger the domain is. At
100 Å below the dipolar layer, a different picture emerges:
the field is more uniform, it increases with increasing domain
size, and it shows larger values below the center than below
the edges. More insight into these profound differences can
be gained from inspecting Figure 4c, which shows the distribu-
tion of the magnitude of the total electric field at the domain
center and the (center of the) domain edge for three different
finite dipolar domains, with lateral dimensions of 84 × 84 Å2,
900 × 900 Å2, and 9000 × 9000 Å2. At one extreme, close to
the dipolar layer the electric field at the domain center (solid
line) does not differ appreciably from the exponentially de-
caying field of an infinite dipolar layer (dotted line). This is
because in this “near field” regime, the termination of the do-
main is “too far” to have an appreciable effect. Naturally, the
larger the domain is the larger the extent of the “near field”
regime is (one can say that for an infinite layer, the electric
field is always at the “near field” regime). At the other ex-
treme, at large distances the electric field at the center of the
domain attains a “far field” asymptotic behavior (dashed
lines), where the field scales as 1/r3 and the domain can essen-
tially be thought of as a single dipole at the origin, whose mag-
nitude is the simple sum of all the individual dipoles. Natu-
rally, the larger the domain is, the further away the onset of
the “far field” regime appears.

As expected, Figure 4c reveals a large intermediate range
where neither limit applies. On the one hand, the cancellation
of the contributions of different dipoles, which is at the heart
of the exponential decay for an infinite monolayer, is far from
complete. On the other hand, the variation in distances to in-
dividual dipoles is too large to view them as one large,
“merged” point dipole. The figure also reveals that the elec-
tric field at the center of the domain is nearly constant – and
not necessarily negligible – over most of the intermediate
range. Because the cross-over from the intermediate to the
“far field” regime takes place when the solid angle at which
the domain is viewed is at some critical angle, the “far field”
limit for any domain, with a length D on each side, is attained
at a height (z) with a fixed z/D ratio. At that point, the magni-
tude of the electric field is of the order of p/z3, where p, the
overall dipole, scales as ∼ D2. Thus, at the cross-over point
and throughout the “nearly constant” regime, the electric
field scales as 1/D. In other words, the “plateau” in Figure 4c
is inversely proportional to the domain size.

Importantly, the electric field at the edge of the domain
(dash-dotted lines in Fig. 4c) is significantly larger than the
field at the center upon departure from the “near field” re-
gime. It decreases approximately as ∼ 1/r, eventually becom-
ing smaller than the field at the center before they both merge
at the “far field” limit. However, the direction of the electric
field at the center and at the edge is not the same. Figure 4d
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Figure 4. Several different perspectives on the electric field distribution due to a finite square arrays of p = 4 Debye, d = 2 Å dipoles with inter-dipole
separation of a = b = 6 Å. a) Distribution of the magnitude of the total electric field in the xy plane (with the domain center at x = y = 0 ), at a distance
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overall lateral dimensions of 84 × 84 Å2, 900 × 900 Å2, and 9000 × 9000 Å2, at the domain center (solid lines) and below the center of its edge (dash-
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lines) asymptotic curves. d) Contour plot of the distribution of the z-component of the electric field at the xz plane, for a 600 × 600 Å2 finite array.
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and e provide contour plots for the z-component and the
x-component, respectively, for a 600 × 600 Å2 domain. From
symmetry argument, at the center of the domain the field
must be in the z direction. But as one moves towards the edge,
the x-component of the electric field becomes larger and
eventually dominates. Near the edge of the domain, then, the
absence of “left-right” cancellation of dipoles is more pro-
nounced than the absence of “near-far” cancellation. This is
reasonable, because at the edge all dipoles are either “left” or
“right”, but some are still “near” and some “far”.

The above-elaborated behavior of the rectangular domain
is qualitatively typical to domains whose extent in both lateral
directions is similar. Consider, however, a rectangular domain
of lateral dimensions a × b, such that a >> b, the most extreme
case of which is a one-dimensional finite dipolar line. From
Gauss’ law, the electric field outside a charged wire (as op-
posed to plate) with a uniform one-dimensional charge den-
sity, k, is Er � k�2pr. Taking two such wires, separated by a
distance d, we obtain, for d → 0, that Ez straight above the
two wires is given by p�2pr2, where p is the one-dimensional
dipole density. This is fundamentally different than the pre-
vious case (but note that numerical calculations show that
edge behavior is similar in the two systems).

It is also very important to consider a different kind of do-
mains, where molecules are absent from a region of adsorp-
tion sites, a process which often occurs naturally in mono-
layers.[72] From an electrostatic perspective, the superposition
principle tells us that electric field due to an otherwise ideal
dipolar monolayer with a “pinhole” is simply the difference
between the electric field of the perfect monolayer and the
electric field of the “missing domain”. This is illustrated in
Figure 5 for the simplest “missing domain” possible – a single
missing dipole. Because the field of the perfect monolayer de-
cays rapidly, at vertical distances of the order of the lateral
distance between dipoles the electric field is very similar to
that of a single dipole in the opposite direction. This is
straightforward from the electrostatics point of view, but has
interesting chemical consequences: Assuming a fixed binding
group, the electric field “felt” by the substrate due to a finite-
domain of molecules with a strongly electron-donating group
and that due to a hole-possessing monolayer with a strongly
electron-withdrawing group, are essentially the same if the
“hole” and the domain are of the same dimensions. This is so
even though the modification of the work function are of op-
posite sign in the two cases.

Interestingly, finite-domain electrostatic effects of the type
shown in Figures 4 or 5 will not be captured by DFT calcula-
tions of either a single (or a few) molecules on a cluster or of
an ideal periodic monolayer. If we wish to include such effects
within a DFT calculation without explicitly computing the
electronic structure of at least hundreds or possibly thousands
of molecules, the proper electrostatic regime will have to be
enforced by adding additional terms to the Hamiltonian. To
the best of our knowledge, this has not been done.

Turning our attention to experiment, one striking example
where the experimentally observed behavior of an electronic

device cannot be reconciled even qualitatively with the prop-
erties of ideal monolayers, but are well explained by consider-
ing non-ideal monolayers, is found in the study of metal-semi-
conductor junctions possessing a molecularly-modified
interface.[19,63,74,75] Here, we examine the Au/(CH3-terminated
dicarboxylic acid)/n-GaAs junction, where Au is gently evap-
orated on the n-GaAs substrate bearing molecular monolayer,
as a prototypical case.[76] For this system various measure-
ments, e.g., quantitative x-ray photoelectron spectroscopy
(XPS) and Fourier transform infrared spectroscopy (FTIR)
confirmed that the (top) contact-free molecular monolayer is
discontinuous. That this is also the case also with an applied
top contact was confirmed by ballistic electron emission mi-
croscopy (BEEM) as shown in Figure 6.[75]

A comparison of conventional STM topography of the Au/
n-GaAs junction, with or without the interfacial molecular
monolayer (Fig. 6a and c) reveals a similar Au grain structure.
The simultaneously-measured BEEM current map, however,
reveals relatively small (mostly < 3 pA) spatial variations in
the current amplitude that are strongly correlated with the
polycrystalline grain structure of the Au film of the bare Au/
n-GaAs sample (Fig. 6b), but not with that of the molecularly
modified one (Fig. 6d). In the latter case, the BEEM current
is extremely small over most of the image area, except at iso-
lated bright patches that are ∼ 20 nm across in size. Schottky
Barrier heights (SBH), extracted at various lateral positions
in both samples, are consistent with these current-map-based
observations. Analysis of BEEM current-voltage curves at
various lateral locations shows that for the bare Au/n-GaAs
sample the SBH is quite uniform, with a mean of ∼ 0.92 eV
and a standard deviation of ∼0.02 eV. For the monolayer-in-
serted Au/n-GaAs sample, the local SBHs measured at 10 dif-
ferent pinholes were found to have a mean value of ∼ 0.95 eV
with a standard deviation of ∼ 0.03 eV. These values were
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largely in agreement with those previously estimated for simi-
lar samples using macroscopic temperature-resolved current-
voltage, capacitance-voltage, and internal photoemission
spectroscopy measurements.[19] Because the molecule studied
is expected to increase the Schottky barrier height (SBH), as
well as to pose an additional tunneling barrier to current, the
BEEM results strongly suggest that (at least for the tip bias
used) the current flowing directly through the molecular
monolayer is negligible. Instead, significant current flows only
through ∼ 20 nm size pinholes in the monolayer, where a di-
rect Au/n-GaAs contact is established.

The main reason for the drastic reduction in junction cur-
rent over the interface areas with the molecular layer present
is likely the low transmission coefficient of carriers across
molecules.[77] Because most current across the Au/(dicar-
boxylic acid)/n-GaAs interface has passed through small areas
devoid of molecules, it may seem that the dipole moment of
the molecular layer is irrelevant for current transport. How-
ever, the experimental data show that the effective SBH for
pinhole conduction has been influenced by the dipole of the
molecular layer, possibly due to the edge effects elaborated in
Figure 4. Effectively, the conduction path through the (semi-
conductor below the) pinhole is “gated” by fringing electric
field from the surrounding molecular layer.[78,79] If the polarity
of the molecular dipole is such that it increases the SBH, as in
Figure 6, the effect of the molecular layer is equivalent to a
“reverse gate bias” applied to the pinhole conduction path.
This makes the effective SBH for the pinhole larger, in agree-
ment with experiment. Clearly, the effect can become negligi-
ble for sufficiently large pinholes. Conversely, for small
enough pinholes dipoles of the molecular layer can effectively
“pinch-off”[80] the current through the pinhole.[81]

We point out that the pinch-off of current through low-re-
sistance patches of a metal-semiconductor junction is not lim-

ited to those with partial molecular dipole layers inserted at
the interface. It is known that the current transport across
bare Schottky barriers, which are fabricated (intentionally or
unintentionally) with spatially inhomogeneous barrier height,
can also be significantly influenced by the potential “pinch-
off” effect.[78] The conduction paths in front of low-barrier-
height patches can exhibit band-bending due to the presence
of high-barrier-height region in close proximity. This electro-
static phenomenon, which is of the same nature as that pres-
ently discussed for molecular dipole layers, is well understood
experimentally and theoretically for inhomogeneous Schottky
barriers, and has been discussed in ref. [78]. Interestingly, the
modeling of the band-bending at inhomogeneous, but bare,
Schottky barriers was most conveniently carried out by as-
suming the presence of an inhomogeneous dipole layer at the
interface, reminiscent of the morphology of partial molecular
dipole layer in our discussion. That simple model then led to
analytic expressions for the inhomogeneous Schottky barriers
which were found to be in agreement with experimental data
and computer simulation results.

A different type of electronic device that is dominated by
electrostatic effects in dipolar layers is the FET-like structures
that are used for sensing chemical processes. Such devices are
generally known as CHEMFETs. There are many different
varieties of CHEMFETS (see, e.g., refs. [82–84] for over-
views), most of which, however, are loosely based on the same
principle: The presence of molecules or ions influences the
potential of the conducting FET channel either by directly in-
fluencing the gate potential (e.g., for a catalytically active
metal gate) or by changing the potential distribution between
a “reference electrode gate” and the semiconductor. As is of-
ten the case in electronic devices (e.g., with the concept of
doping), extremely small chemical perturbations can have
large electrical consequences. This means that properly de-
signed CHEMFETs are sensitive to, and can be used to de-
tect, minute concentrations of chemicals. In CHEMFETs with
a reference gate, even an ideal polar layer can induce a signifi-
cant field in the channel.[85,86] This field ensues because the
overall potential difference between the ground and the refer-
ence electrode must remain the same with or without the po-
lar layer, i.e., fields external to the dipole layer must be in-
duced so as compensate for the potential drop on it[10] (the
same reasoning applies to the results of Kobayashi et al.,[71]

discussed at the end of the previous section).
Chemical sensing with FETs having no reference electrode,

shown schematically in Figure 7, relies on a somewhat differ-
ent mechanism. Such devices have generally been referred to
as molecularly controlled semiconductor resistors (MOC-
SERs).[17] In MOCSERs, the traditional gating electrode is
either present at the back, with a molecular layer adsorbed di-
rectly on the semiconductor (Fig. 7a),[18] or is replaced alto-
gether by a molecular layer adsorbed on a (typically ultra-
thin) dielectric (Fig. 7b).[16] In either configuration, binding
molecules from the gas or liquid phase to the “chemical sens-
ing molecules” changes the potential in the conducting chan-
nel. Consequently, the current between source and drain is
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Figure 6. a) STM and b) simultaneous BEEM image (measured at an
STM tip bias of 1.2 V) of a “bare” Au/n-GaAs sample, i.e., without a mo-
lecular monolayer. Color scales are 3.4 nm and 3 pA, respectively. c) STM
and d) simultaneous BEEM image (measured at an STM tip bias of
1.38 V) of a Au/(CH3-terminated dicarboxylic acid)/n-GaAs sample. Col-
or scales are 3.6 nm and 1 pA, respectively. Numbers in Gray are local
Schottky barrier heights and the number in red is the applied bias. Repro-
duced from [75], with permission).



modified and the device serves as a sensor. Such devices can
have high chemical sensitivity. For example, a GaAs-based
MOCSER with a monolayer of suitable porphyrins was used
successfully to detect ∼ppb concentrations of NO in both
physiological solution,[16,86] and in air.[87] A high-sensitivity
MOCSER based on GaN/AlGaN has been similarly used for
polar liquid sensing.[88]

The pertinent question for our discussion is the mechanism
through which the potential in the conductive channel is mod-
ified by adsorption of a polar layer on a MOCSER. In either a
CHEMFET or a MOCSER (i.e., with or without a reference
electrode, respectively), if charged species are adsorbed, or if
the surface is effectively charged upon adsorption, then po-
tential modifications at the channel necessarily take place,
from an electrostatic point of view. However, the homoge-
neous adsorption of a layer of polar yet neutral molecules on
the device structures of Figure 7 has no first order effect on
the electrostatics of the conduction channels, based on the ar-
guments of Section 2. Therefore, one would not expect the ad-
sorption of an ideal polar monolayer to be detectable in struc-
tures without reference gates. Nevertheless, the detection of
the changes in the dipole moment of a functional group by
MOCSERs has been observed experimentally. Clear-cut evi-
dence for this was recently provided by He et al.[18] Using a
device structure as in Figure 7a, they showed a distinct corre-
lation between the threshold voltage of the FET and the po-
larity of the functional group for molecules of the type shown
in Figure 3a. For device structures as shown in Figure 7b, Ru-
dich et al.[89] found that adsorption of a small fraction
(∼ 10 %) of either H2O or O2 on a MOCSER, with a channel
covered by a monolayer of alkyl chains, yielded very large sig-

nals, but in opposite directions. This has also been interpreted
in terms of opposite directions of the dipole moment induced
in the monolayer upon adsorption of the detected species.[17]

Likewise, the above-mentioned work on NO detection[16,86]

has been discussed in terms of induced dipoles, rather than ad-
sorption of charged species.

One plausible explanation of the observed results seems to
be that the residual fields outside the (uniform) dipole layer
are still sufficient to induce a very small degree of charge
transfer between substrate and organic layer. The net charge
due to this transfer could then modulate the field in the chan-
nel.[17] He et al. estimated the changes in charge transfer
between different benzene derivatives to be of the order of
∼ 10–3 e.[18] Similar numbers were indeed found in the DFT
calculations of Natan et al.[27] Although this is a minute charge
from a chemical point of view, it is large in electrical terms
and would seem to be amenable to detection. However, the
fields associated with such charge transfer are still those of a
dipole rather than of a monopole. Thus, the observed current
modulation in conduction channels whose depth below the
surface is large compared to the inter-molecular spacing is still
left unaccounted for.

It seems that in these devices issues of practical, non-ideal
monolayers have to be considered. One such issue that we
have not considered so far is that of surface states, which natu-
rally arise at any surface which is not perfectly passivated
(see, e.g., ref. [10] for a detailed discussion). Such states pro-
vide a monopolar surface charge density. Cohen et al. have
shown experimentally that, for a variety of semiconductors,
adsorption of molecules possessing the same binding group
but different polar groups may significantly change the sur-
face band bending by modifying the surface state distribu-
tion.[14] This was interpreted in terms of frontier orbital inter-
action[90] between the surface states of the substrate and the
lowest unoccupied molecular orbital of the molecule. Such
modification of surface states could well cause the above-
mentioned relatively minute change in monopolar charge re-
quired to drive the MOCSER. Even if surface states are not
an issue, one should recall that the entire MOCSER device
has a finite lateral extent and is therefore a finite domain in
the sense discussed above. Furthermore, even if the “chemical
sensing monolayer” is ideal, the picture of an ideal layer of
analyte molecules adsorbing on the surface like a spread-out
blanket descending on a mattress is clearly unrealistic. Thus,
in addition to the inherent non-ideality of the chemical sens-
ing monolayer, there will be additional non-ideality induced
by partial adsorption, generating smaller polar domains inside
the active area of the device. In either case, Figure 4 then im-
mediately leads to non-negligible fields that can appear at ap-
preciable depths inside the MOCSER structures and ergo
generate meaningful signals.

To the best of our knowledge, this reasoning has not been
explored quantitatively yet and we are not aware of experi-
ments where the MOCSER signal was studied as a function of
a well-controlled device size, degree and pattern of surface
coverage, and channel depth for a well-passivated surface. In-
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Figure 7. Schematic representation of MOCSER structures used for
chemical sensing without a reference electrode: a) the molecular layer is
adsorbed directly on the semiconductor and the gating is done from the
back. b) the FET gate is replaced by a molecular layer adsorbed on the
(thin) dielectric.



terestingly, Wu et al.[86] found that the MOCSER signal with a
mixed hemin/benzoic acid layer gave a much stronger re-
sponse signal to NO than a device with a pure hemin mono-
layer, even though NO is only adsorbed on the hemin mole-
cules. Possibly, this is simply because adding the carboxylate
spacer enhances the NO binding rate to the hemin (a fact also
evident from the shorter time constant found with the spacer).
However, atomic force microscopy (AFM) images on mica re-
vealed a clear domain pattern of adsorption with the carbox-
ylate spacer and this may also serve to explain the enhanced
signal.

In the context of both the molecularly modified Schottky-
diodes and the MOCSER devices, another possible degree of
freedom in device design is that of deliberate patterning,
namely the engineering of domains possessing polar mole-
cules and domains devoid of them, e.g., by modern lithogra-
phy techniques. The Fourier spectrum of the charge distribu-
tion of such a pattern would be a convolution between the
Fourier spectrum of the pattern function and the Fourier spec-
trum of the ideal monolayer.[91] This will necessarily lead to
long-range lateral Fourier components that, in analogy to
Equation 9, would lead to large vertical decay lengths. Natu-
rally, for MOCSER applications one would need to explore
the effect of significant lateral variations in channel potential
on the device performance.[78,79]

Before concluding this section, we note that recently there
has been much experimental interest in molecular sensors
based on molecule adsorption on nano-wires (e.g., refs. [92–
95]) or (semiconducting) nano-tubes (e.g., refs. [96–98]). In 1d
systems, as in the 2d systems studied above, the behavior of an
ideal molecular layer can be approximated to zero order by a
capacitor, except that here it is a parallel cylinder rather than
a parallel plate capacitor. Still, there would be no electric field
outside the “capacitor”, i.e., inside the nano-wire. Arrange-
ments of point dipoles with cylindrical symmetry can be treat-
ed, similar to procedures given in Equations 7–9, in cylindrical
coordinates. This leads to a Fourier–Bessel expansion for the
potential.[21] The sum of decaying exponentials is replaced by
a sum of decaying modified Bessel functions, where again the
decay is of the order of the inter-molecular distance. The less
dense coverage along the cylinder diameter is, the larger the
decay length of the electric field into the nano-wire is. The
crucial difference from the 2d cases we analyzed so far, how-
ever, is that the active cross-section of the device is inherently
smaller. This is obviously true for a nano-tube, where only
one, or a few, substrate “monolayers” exist. But even in a
nano-wire, the portion of the “substrate” influenced by the
electric fields can be much greater than in a 2d device.[99]

4. Concluding Remarks

In this article, we have analyzed the effect of both ideal and
non-ideal polar monolayers on electronic devices entirely in
terms of classical electrostatics. We have shown that very sim-
ple considerations can in fact be highly predictive for a wide

range of seemingly different phenomena. Most importantly,
we have shown that the analysis of infinitely periodic polar
monolayers explains modifications of surface and interface
potentials, whereas the analysis of finite-domain monolayers
readily explains experimentally observed field effects, unex-
pected from ideal monolayers. Note, however, that we made
no attempt to incorporate either thermodynamic or kinetic
considerations that would, predict, e.g., driving forces for do-
main formation. Instead, we focused on the electric conse-
quences of an already-formed ideal or non-ideal monolayer.

It may appear surprising that classical theory is sufficient to
describe the dominant phenomena in what is obviously a com-
plicated quantum system. This is rationalized by invoking
Kohn’s “near-sightedness principle” of quantum me-
chanics.[100] According to this principle, perturbation of the
external potential at a distant region from a given location
generally has a small effect on any static property of a many-
particle system at that location. This means that outside the
immediate vicinity of the dipole, “near-sightedness” prevails
and detailed quantum mechanical considerations are no long-
er necessary.

Specifically, long-range electric fields are an exception to the
“near-sightedness principle”.[100] This fact is cardinal to the
analysis performed in this paper. First, it is the fundamental
reason why away from the monolayer it is sufficient to consid-
er electric fields, the treatment of which is handled very well
by classical theory. Second, it is responsible for the breakdown
of the assumption tacitly made in many chemical analyses, i.e.,
that all system properties are controlled by the local chemical
environment. This is precisely why we witness such strong
“cooperative field effects”,[17] i.e., field effects that are deter-
mined by the entire ensemble of polar molecules, rather than
solely by the properties of the individual molecules.

Quantum mechanics is, however, crucial for understanding
properties determined by local interactions, i.e., the gas phase
dipole of the polar molecule and its possible modification
upon bonding to a substrate and/or an overlayer. For example,
the dipole inversion upon deposition of a top metal contact,[62]

discussed in Section 2, is certainly outside the scope of classi-
cal electrostatics. Moreover, sufficiently strong “cooperative
field effects” can, in turn, affect local properties to the extent
that quantum mechanics is needed again. For example, for
highly polar molecules, it is in fact not at all obvious that a
molecular monolayer would form, because of the energy pen-
alty associated with packing a polar monolayer due to the re-
pulsive dipole-dipole interactions.[24] And even if such a layer
does form, the strong electric fields within it may cause a com-
plete rearrangement of the molecular electronic structure by
changing the energy landscape to the extent that the gas phase
energy minimum is no longer relevant.[101] In such cases, a de-
tailed treatment of all energy components, including all mole-
cule-substrate and molecule-molecule interactions, in the new
ground-state, is necessary before application of the electro-
static theory presented in this theory is meaningful.

In conclusion, we hope to have elucidated the interplay be-
tween local chemical structure and global geometric consid-
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erations, as mediated by long-range electric fields. We also
hope to have explained how this interplay manifests itself in
practical electronic devices and to have provided tools for the
analysis and considerations for the design of molecular mono-
layers for controlling such devices.
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