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Small-angle neutron scattering study of
micropore collapse in amorphous solid water†
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Vapor-deposited amorphous solid water (ASW) is the most abundant solid molecular material in space,

where it plays a direct role in both the formation of more complex chemical species and the aggregation

of icy materials in the earliest stages of planet formation. Nevertheless, some of its low temperature

physics such as the collapse of the micropore network upon heating are still far from being understood.

Here we characterize the nature of the micropores and their collapse using neutron scattering of gram-

quantities of D2O–ASW of internal surface areas up to 230 � 10 m2 g�1 prepared at 77 K. The model-

free interpretation of the small-angle scattering data suggests micropores, which remain stable up to

120–140 K and then experience a sudden collapse. The exact onset temperature to pore collapse

depends on the type of flow conditions employed in the preparation of ASW and, thus, the specific

surface area of the initial deposit, whereas the onset of crystallization to cubic ice is unaffected by the

flow conditions. Analysis of the small-angle neutron scattering signal using the Guinier–Porod model

suggests that a sudden transition from three-dimensional cylindrical pores with 15 Å radius of gyration

to two-dimensional lamellae is the mechanism underlying the pore collapse. The rather high

temperature of about 120–140 K of micropore collapse and the 3D-to-2D type of the transition

unraveled in this study have implications for our understanding of the processing and evolution of ices

in various astrophysical environments.

Amorphous solid water (ASW) is the dominant phase of ice in
the universe, even though it does not naturally form on Earth.
The most widespread occurrence of ASW is on interstellar dust,
in comets and many solar-system bodies.1–4 It may occasionally
form in the coldest region of Earth’s atmosphere, near the
mesopause at altitudes of about 80 km, when temperatures
drop below 150 K.5 Amorphous solid water (ASW) accretes onto
dust particles in the cold regions of dense interstellar clouds,
where it plays a key role in promoting chemical reactions,
acting as a reservoir trapping volatile gases, and potentially is
pivotal in the earliest stages of planet building.6 On interstellar
dust particles ASW may form by chemical vapour deposition at

10 K, involving reaction of O, H, O2, H2 and OH, or by direct water
vapour deposition onto dust particles. While the former is the
dominant mechanism in cold dark star-forming clouds,7,8 the
latter dominates in shocked regions and discs.6 In the laboratory
it is typically produced by deposition of water vapor onto cold
substrates; a process that was reported for the first time in 1935 by
Burton and Oliver.9 In terms of radial distribution functions,10–13

ASW is similar to hyperquenched glassy water,14 which is pre-
pared by ultrafast cooling of liquid water droplets,15 and low-
density amorphous ice, which is prepared by pressure-induced
amorphization of ice at 77 K and 41.2 GPa (resulting in high-
density amorphous ice),16 followed by bringing the sample to
B140 K at 0–0.1 GPa.17,18 The morphology of the ASW formed
depends on the deposition conditions, especially the flow rate and
directionality, substrate temperature, and water partial pres-
sure.19–21 When the deposition temperature is increased from
o10 K to 4200 K the ice phase deposited changes from porous
ASW2 and compact ASW to cubic and hexagonal ice. This transi-
tion sequence is also observed when heating ASW deposited at
low temperature. The bulk density (disregarding pores) of these
ice forms is 0.93 � 0.01 g cm�3. At very low deposition tempera-
tures an ASW form of higher bulk density may form.22,23

The collapse of the pore network marking the transition
from porous to compact ASW is still not understood, in spite of
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a large number of experimental and theoretical studies related to
dangling OH-bonds,21,24–30 gas-adsorption30–35 and desorption36–43

or positron spectroscopy.44–46 A comparison of results obtained in
different laboratories is not straightforward because widely differ-
ent deposition techniques and flow conditions are employed,
which result in ASW samples of different morphology (thin-film
vs. granular bulk samples), surface area and contamination levels.
However, a massive reduction of surface area from up to several
hundred m2 g�1 in porous ASW to less than one m2 g�1 in
compact ASW is unquestionable. The pore diameters were found
to be less than 21 Å, which places them in the category of
micropores.2,44 The decline in microporosity at 90–130 K33,36,45

was recently suggested to be preceded by pore clustering at
o90 K.45 However, the nature of the pore-collapse itself, the
connectivity of the pores and the shape of the pores have remained
elusive. Most often a spherical nature of the pores is assumed. This
is, however, not the case according to our analysis of the structure
and pore-collapse in ASW presented below.

Small angle neutron or X-ray scattering are non-destructive
methods particularly suited to study granular or porous struc-
tures with dimensions between 10 and 1000 Å.47 The techni-
ques have been applied successfully, e.g., by Buiel et al. to study
the transformation from open to closed pores of hard carbon
samples between 900 and 1400 1C,48 by Walter et al. to study
growth of pore-channels in porous glasses,49 and by Antropova
et al. to follow macropore collapse in alkali-borosilicate
glasses.50 In spite of the powerful potential of small-angle
scattering for studying pores at the micro- and macroscale,
this technique has not been applied to the study of the pore-
collapse in ASW, probably due to the difficulty in producing
gram-quantities of D2O–ASW (rather than thin-films) and the
need to transfer these samples to the neutron source. NIMROD
– the Near- and InterMediate Range Order Diffractometer – of
the ISIS Second Target Station (a neutron spallation source) has
the ability to measure on a continuous length scale from o1 to
4300 Å.51 Its recent inauguration provided us with the unique
capability of measuring the small-angle neutron scattering
signal (Q o 1 Å�1) simultaneously with the large-angle neutron
scattering signal (Q 4 1 Å�1). While the former carries infor-
mation on the pore-structure of the ASW samples, the latter
carries information about the short-, intermediate- and long-
range ordering of the water molecules. The latter has been used
by some of us in combination with isotope substitution to study
a range of amorphous ices, including annealed/compact ASW,
and to generate structural models based on the radial distribu-
tion functions.13,52–54 In the present study the process of pore-
collapse can be monitored in the small-angle signal, whereas
crystallization of the amorphous ice network is immediately
evident in the large-angle signal.

The vapor deposits were produced with the apparatus
depicted in Fig. 2 of ref. 55 using the technique described
therein. In brief, D2O vapor is deposited on a cold plate made
from copper, which is in direct contact with liquid nitrogen.
Background pressure is 1 � 10�4 mbar and during deposition
the water pressure is increased to 0.1 mbar (‘‘slow’’ deposition)
or 0.3 mbar (‘‘fast’’ deposition) by opening a needle valve

connected to a D2O reservoir (Deuterium oxide 99,8 Atom%D –
Carl ROTH). Deposition times were between 24 and 30 hours at
growth rates of about 40 mm per hour for the former and 130 mm
per hour for the latter. The deposition is either done as a line of
sight deposition (‘‘non-baffled, supersonic flow’’) or by back-
ground deposition (‘‘baffled flow’’)55 and allow producing the
gram-quantities required in neutron diffraction experiments.
During the deposition procedure the temperature is 77 K at all
times. In comparison to many thin film experiments the deposi-
tion rates and temperatures are higher. While one might predict
highly compact ASW (cASW, which still shows porosity) would be
formed under such conditions,56 in fact a highly porous ASW
(pASW) forms. In total four D2O–ASW 77 K deposits were
generated for neutron diffraction experiments – namely baffled
and non-baffled samples with high and low deposition rate.
Similarly prepared samples were previously characterized by
calorimetry,55,57 dielectric relaxation,58 BET isotherms using
nitrogen as adsorption gas,31 IR spectroscopy,59,60 and diffrac-
tion12,13 by the Innsbruck group. The BET surface area of all
samples before pore collapse is about 220–240 m2 g�1. After
deposition the ASW was scraped off the copper plate under
liquid nitrogen with a spatula, stored as granular material in
liquid nitrogen and shipped to ISIS. The granules were then
transferred under liquid nitrogen into a null-scattering TiZr alloy
cell, compacted with a spatula and placed immediately into a
Helium cryostat. Thus, the sample temperature was kept at 77 K
at all times. Scattered intensities were recorded in the following
way: first the samples were held at 90 K for 30 minutes, recording
the neutron scattering continually, then the temperature was
increased by 10 K (heating rate of 0.3 K min�1) and data
collected for another 30 minutes, where a further neutron
scattering measurement was made. The sample temperature
was increased to at least 160 K, where full crystallization to
cubic ice was observed. This temperature program was applied
to all four samples.

The scattered intensities of all four investigated specimens
at 90–160 K are depicted in Fig. 1 in the Q range from 0.01 to
50 Å�1, a range which can be covered in a single NIMROD
measurement. For the further discussion it is useful to divide
the Q-range into two parts, namely below and above 1 Å�1. First,
let us consider the small angle neutron scattering (SANS)
signal. Owing to the heterogeneous nature of the ASW matrix
there is high intensity in the low Q-range. The main feature
seen in the SANS signal is a shoulder (‘‘hump’’, ‘‘knee’’) at
approximately 0.1 Å�1. This feature is there for all scattering
curves recorded at T o 120 K, but not at higher temperatures,
and indicates the microporous nature at T o 120 K, which
disappears at higher temperatures. In the case of baffled
samples, the knee disappears first at 120 K, whereas for the
non-baffled samples this occurs at a temperature of 140 K,
always independently of deposition rates. Interestingly, this
knee in the scattered intensities does not shift significantly to
higher or lower Q-values, which would indicate pore size
shrinkage or growth. Merely a flattening of the scattered
intensity between 0.01 and 1 Å�1 is observed, which implies a
shape change and testifies that pore-collapse is more complex
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than previously thought. Furthermore the scattered intensity
still shows a strong signal after crystallization to cubic ice. This
implies that the small angle scattering signal has besides
micropores other contributions. We attribute this to the gran-
ular nature of the material. Individual grains are up to a few
mm long and up to approximately 0.5 mm in diameter. While
scattering from these very large grains themselves does not
contribute significantly, scattering from the grain surfaces and
junctions contributes to the small angle scattering signal. Boxe
et al. utilized electron scanning microscopy and observed in the
temperature range 90 to 123 K small amorphous particles
between 0.2 and 0.4 mm in amorphous solid water films,34

which increase to B1 mm after crystallization.34 For the reason
of the different sizes involved in the scattering process the
power law scattering below 0.1 Å�1 arises mainly from the grain
surfaces and interfaces, whereas the power law scattering above
0.1 Å�1 arises mainly from the microporosity.61

The scattered intensity in the intermediate Q-range can be
utilized to infer crystallization of the amorphous material to
cubic ice. For temperatures T 4 150 K sharp Bragg peaks
develop between 1 and 10 Å�1, e.g., the [1 1 1], [2 2 0], [2 2 2]
and [3 3 1] cubic ice reflections, which become even sharper at
higher temperature. This clear evidence for the crystallization

to cubic ice is only evident at T 4 150 K, but not below. We can
therefore conclude that the flattening of the SANS signal at
120 K for baffled and 140 K for non-baffled samples is not
related to crystallization, but rather to the morphological change
of pore-collapse in ASW. The Porod exponent d (see eqn (2)) is
found to be 4 in the Q-range 0.1–0.3 Å�1. At Q o 0.03 Å�1 the
Porod exponent d increases with increasing temperature from
3 to almost 4. This reflects scattering from the grain surfaces and
changes in the surface roughness with temperature, especially
upon crystallization.

The raw data are analysed with different approaches: the
first one is a model independent analysis. In addition we have
tried to fit our data to models of small angle scattering.
First, we have attempted to use a model assuming a spherical
pore shape and a Maxwellian pore size distribution. As
described and shown in the ESI† this model does not capture
the physics of ASW pore-collapse as known from literature. By
contrast, the second model (‘‘new Guinier–Porod model’’) is
able to capture the pore-collapse from the data by allowing
for non-spherical pores.62 This model contains a sphericity
factor, s, as an indicator of pore shape. After explaining briefly
the two concepts, the main results of the data analysis are
presented.

Fig. 1 Temperature evolution between 90 and 160 K of the scattered intensity for the whole available Q-range (0.01–50 Å�1) for different deposition
conditions. (A) Baffled flow, small deposition rate, (B) baffled flow, high deposition rate, (C) non-baffled flow, small deposition rate and (D) non-baffled
flow, high deposition rate. Error bars on the data points are about the symbol size.
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The scattered intensity at small angles provides an absolute
scale (in cm�1), from which the specific surface area can be
extracted. According to Paglia et al. the specific surface area SS

is obtained from eqn (1), where rm is the mass density of the
solid, Dr2 the scattering contrast and K the Porod constant.63

Dr is the difference between the scattering length densities of
deuterated water and empty pores and thus can be calculated.
The Porod constant for the four samples studied is determined
as a function of sample temperature from the intercepts of the
(quasi)-plateaus in the I(Q)�Q4 plots (horizontal lines in Fig. 2)

SS ¼
1

rm
�
lim
Q!1

IðQÞ �Q4
� �
2pDr2

¼ 1

rm
� K

2pDr2
(1)

We note that not all plots show real plateaus, but instead
sloped linear regimes. In these cases we have taken the ‘‘half-
way’’ point and extracted error bars from the onset and end-
points of the (sloped) plateaus. The specific surface areas
deduced in this manner from the model-independent analysis
are summarized in Fig. 3. Whereas the specific surface areas
extracted from the small angle data agree very well with the
results obtained from the BET analysis of nitrogen adsorption
in case of the baffled-flow conditions, the specific surface areas

of the non-baffled samples are lower by about a factor of 2 than
the BET result of 230 m2 g�1. Upon heating, the baffled-flow
samples exhibit a continuous decrease of the specific surface
area between 90 and 150 K, whereas the non-baffled flow

Fig. 2 Temperature evolution between 90 and 150 K of Porod plots I(Q)�Q4 versus Q for different deposition conditions. (A) Baffled flow, small
deposition rate, (B) baffled flow, high deposition rate, (C) non-baffled flow, small deposition rate and (D) non-baffled flow, high deposition rate.

Fig. 3 Temperature evolution between 90 and 150 K of the specific
surface area (SSA) in m2 cm�3 for different deposition conditions obtained
from the Porod plots (Fig. 2). Error bars were estimated from the slopes of
the (quasi)-plateaus in Fig. 2.
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specimens feature a slight increase in the specific surface area
between 90 and 120 K, and start to decrease suddenly at
Z120 K. This behaviour is also evident when comparing the
intensities in the Porod plots I(Q)�Q4 for the baffled versus
nonbaffled flow samples at different temperatures. This
increase may be attributed to pore-clustering, which takes place
prior to the pore-collapse, as also suggested in recent work.45

In addition to the Porod plots for each sample further
standard linear plots I(Q)�Qd (with d equal 2.5 or 3.0) versus Q
are depicted in Fig. 4. These plots transform the ‘‘knee’’ at
approximately 0.1 Å�1 into a more pronounced peak – some-
times referred to as ‘‘pseudopeak’’. Hass et al. mentions that
interference peaks in these plots hint at periodic spacings.64

The Q-values of the peaks in Fig. 4 correspond to d-spacings of
approximately 60 and 77 Å (d = 2p/Q), which represents the
‘‘pseudo’’-periodicity, i.e., the average distance between the
micropores. The pronounced peaks are present up to 120 K
for all specimens and disappear at 130 K for baffled-flow and at
140 K for non-baffled flow samples, which again indicates that
the pore-collapse occurs rather suddenly above these tempera-
tures. That is, the pseudo-periodicity of micropores is more
stable for non-baffled samples. Furthermore the position of the
peak is stable at approximately 70 Å for the nonbaffled flow

samples, but exhibits a slight drift for the baffled samples.
Thus, the model-free interpretation of the small-angle data
suggest that there is a competition between pore-clustering
and micropore collapse, where the micropore-collapse starts to
be dominant above 130 K for baffled-samples and above 140 K
for the non-baffled samples.

In order to shed more light on the nature of the micropore-
collapse itself we have applied various models to the small-
angle data. None of the models assuming spherical pores is
able to capture the features in the data. We exemplify this in the
ESI† on the example of assuming a Maxwell distribution of
spherical pores. This model does not reveal any change of
the pore size in the whole temperature region, and is thus
unphysical. Instead of spherical models, we, therefore, use in
addition to the model-free approach a second approach to
model also the pore-sizes and pore-shapes. The ‘‘new Guinier–
Porod model’’ was developed by Hammouda62 and provides a
data analysis route that is an alternative to the standard linear
plots (Guinier, Porod, Kratky, etc.).62 Hammouda defines a
dimensionality parameter 3-s, where s = 1 correlates with a
cylindrical pore geometry, s = 2 is equivalent to a platelet
structure and s = 0 corresponds to a spherical pore.62 The
modified expressions for the Guinier and Porod term are the

Fig. 4 Temperature evolution between 90 and 150 K of standard linear plots I(Q)�Qd versus Q with d between 2, 5 and 3. (A) Baffled flow, small
deposition rate with d = 3, (B) baffled flow, high deposition rate with d = 3, (C) non-baffled flow, small deposition rate with d = 2,5 and (D) non-baffled
flow, high deposition rate with d = 3.
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following,62 where RG is the radius of gyration and G and D are
the Guinier- and Porod-scaling factors, respectively.

IðQÞ ¼ G

Qs
� Exp �Q

2 � RG
2

3� s

� �
Q � Q1

IðQÞ ¼ D

Qd
Q � Q1

(2)

Part A of Fig. 5 illustrates the two fitting regions, namely the
Guinier region for Q r Q1 and the Porod region for Q Z Q1,
where the Guinier region is dominated by contributions from
the micropores. The scattered intensities for the four speci-
mens and all temperatures up to 140 K were fitted with eqn (2).
The results for the Guinier region are summarized in Fig. 5B
and C, which present the radius of gyration plus the parameter
s as a function of the temperature. The variance in the fit
parameters determines the size of the error bars. Baffled flow
samples feature a simultaneous, very sudden change in the
radius of gyration and the parameter s at T = 120 K, in
agreement with the model-free approach. For the non-baffled
flow specimens the same happens at T = 140 K, indicating a
higher stability against pore collapse of these samples, and
again in agreement with the model-free approach.

Based on this ‘‘new Guinier–Porod model’’ the pores undergo,
therefore, a transition from a cylindrical geometry (s = 1) to a

platelet-like structure (s = 2), i.e., a transition from three-
dimensional structure to a two-dimensional structure. That is,
our analysis suggests the pores to be of cylindrical shape at
90–110 K with a radius of gyration of about 15 Å, which remain
unchanged on the time-scale of about an hour. In case of non-
baffled flow, the cylindrical pores remain unaffected even at 130 K
on this time-scale. However at 120 K or 140 K (baffled and non-
baffled flow samples, respectively), a relatively sudden change
takes place, and the pores appear to be ‘‘squashed’’ to lamellae,
i.e., they experience a 3D to 2D transition. A detailed analysis of
the kinetics of the collapse process will be reported elsewhere.

This phenomenology is quite similar to the finding of a
cylindrical to lamellar transition for the poloxamer Pluronic
P85 in deuterated water.65 We here infer a rather sudden 3D to
2D transition that is preceded by gradual specific surface-area
reduction and/or pore-clustering. In other work the gradual
nature21,45,46,56 over a broad temperature range has also been
found, but not the sudden transition. It may be the case that
the sudden collapse of the pores can not be inferred easily, e.g.,
by observing the dangling OH modes. This finding together
with our observation of the different collapse temperature in
baffled and non-baffled ASW samples implies that the stability
of the pore-structure in ASW critically depends on the growth
conditions of ASW. We assume that baffled flow is mainly
characterized by deposition of water monomers on the surface

Fig. 5 Data evaluation by a new Guinier–Porod model in the low Q-range. (A) Scattered intensity in the low Q-region (0.01–1 Å�1) including the Guinier
and Porod region. Error bars on the data points themselves are indicated. (B) Temperature development of the radius of gyration between 90 and 140 K
for all four specimens. (C) Temperature evolution of the Parameter s between 90 and 140 K for all four specimens.
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(which produces rather flat ASW samples), whereas in case of
non-baffled flow line of sight deposition of water–oligomers
may play a more important role (which produces tower-like
ASW structures resembling stalactites). Why the latter results
in more stable pore networks than the former needs to be
answered by additional experimental studies allied to appro-
priate simulation work. In contrast, the different deposition
rates used here (40 vs. 130 mm per hour) do not seem to change
significantly the stability of the pore network against collapse.
Whereas the deposition mode affects the stability against pore
collapse and the pore-clustering process preceding the collapse,
the crystallization to cubic ice is not affected at all – all samples
crystallize at the same temperature.

This sudden transition from a 3D to 2D situation may have
interesting astrophysical implications. For instance the rate of
formation of H2 molecules from H atoms may be severely
changed by confining the H atoms between lamellae. Whereas
H atom recombination is very efficient on single crystal sur-
faces, it is very inefficient on the external surfaces of amor-
phous ice. In micropores, however, the probability of an
encounter between two H atoms is greatly increased before
the micropore collapse66 and even more so after the collapse
when the H atoms are confined between two walls in lamellae.
In fact, the H atom recombination may be even more efficient
than on single crystals because the H atoms have no possibility
to desorb from the surface when they are trapped in lamellae.

If the micropores are initially filled with some gases, such as
CO, CO2, CH4 or O2, which is the case, e.g., for cometary nuclei,
the 3D to 2D micropore transition may also provide a natural
explanation for the possibility of crystallizing clathrate hydrates
in vacuo from co-deposits of such gases and ASW.67–69 These
molecules will have a strong tendency to escape when the
micropores collapse, but there is no path to the exterior.
The trapping in the lamella will thus result in the buildup of
internal pressure, so that the formation of clathrates becomes
thermodynamically feasible, in spite of the vacuum environ-
ment. These high internal pressures exerted by the lamellae
walls on trapped molecules might also affect the chemical
processes in interstellar/precometary ices. The high-internal
pressure after the collapse to a 2D network of lamellae may
hold the key to the riddle how complex organic compounds
may form in a relatively short amount of time in interstellar ices
in the near-vacuum environment of space and be carried in
comets and meteorites as suggested in the ‘‘Late Heavy Bom-
bardment’’ hypothesis for the origins of life.70–72 It can also be
conceived that the formation of long chain-like molecules, such
as interstellar polyynes is strongly favoured when the chemistry
takes place in the confined 2D space provided by the lamellae.73

We emphasize, though, that our observations were made on
ASW samples deposited at 77 K, whereas the relevant tempera-
tures for formation in astrophysical environments are 10–60 K.
The evolution of the pore network and the nature of pore-
collapse for samples deposited at lower temperatures will,
therefore, be the subject of future studies.

In summary, we have investigated the pore-collapse in
differently grown gram-quantities of microporous ASW by

making use of the capabilities of NIMROD, which is the ideal
instrument for studying transformations in disordered materials
over a broad Q-range. The data were analyzed in a model-free
approach and by the new Guinier–Porod model. The analysis
suggests a sudden transformation from cylindrical (3D) pores to
lamellae (2D) at 120 K in the case of baffled ASW samples and
140 K in the case of non-baffled samples. Above 120 K all four
samples feature collectively a decrease in the specific surface
area, whereas at o120 K pore-clustering is of importance. The
radius of gyration of the micropores is found to be about 15 Å,
and the periodicity of the pores is on the order of 70 Å. These
characteristics of the pore-collapse may be of importance in
understanding abiogenesis and understanding of chemical pro-
cesses in interstellar ices.
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30 Ó. Gálvez, B. Maté, V. J. Herrero and R. Escribano, Icarus,
2008, 197, 599.

31 R. Pletzer and E. Mayer, J. Chem. Phys., 1989, 90, 5207.
32 P. Ayotte, R. S. Smith, K. P. Stevenson, Z. Dohnalek, G. A.

Kimmel and B. D. Kay, J. Geophys. Res.: Planets, 2001,
106, 33387.

33 N. Horimoto, H. S. Kato and M. Kawai, J. Chem. Phys., 2002,
116, 4375.

34 C. S. Boxe, B. R. Bodsgard, W. Smythe and M. T. Leu,
J. Colloid Interface Sci., 2007, 309, 412.
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