Mixed quantum-classical molecular dynamics simulation of vibrational relaxation of ions in an electrostatic field
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The vibrational relaxation of ions in low-density gases under the action of an electrostatic field is reproduced through a molecular dynamics simulation method. The vibrational motion is treated through quantum mechanics and the remaining degrees of freedom are considered classical. The procedure is tested through comparison against analytic results for a two-dimensional quantum model and by studying energy exchange during binary ion-atom collisions. Finally, the method has been applied successfully to the calculation of the mobility and the vibrational relaxation rate of $\text{O}_2^+$ in Kr as a function of the mean collision energy using a model interaction potential that reproduces the potential minimum of a previously known ab initio potential surface. The calculation of the steady mean vibrational motion of the ions in (flow) drift tubes seems straightforward, though at the expense of large amounts of computer time. © 2006 American Institute of Physics.
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I. INTRODUCTION

Combined quantum-classical molecular dynamics (MD) simulation methods have been developed for the study of the vibrational relaxation in gas and condensed phases\textsuperscript{1-3} among various other applications.\textsuperscript{4,5} They belong to a class of approximation methods in which part of the system is treated through quantum mechanics and the remaining part, often serving as a thermal bath, through classical mechanics. Thus, the quantal excitations appear to be relaxing through the influence exerted by a classical medium, with the latter acquiring the dissipated thermal energy. Among such approaches the mean field (MF) Ehrenfest method has been employed for the study of vibrational relaxation of $\text{CN}^-$ in aqueous solution.\textsuperscript{1} In addition, this method has been found to outperform the “surface hopping” variant, especially in cases where the probability distribution is not split in contributions that are influenced differently by the environment.\textsuperscript{6} Such conditions are expected to apply to perturbed oscillators, and therefore the approach should be an appropriate candidate for the study of the vibrational motion of ions in the gas phase, within the accuracy of the approximation involved in the (mixing) procedure.

In the following, we present such a mixed quantum-classical MD method for the simulation of the motion of swarms of diatomic ions in gases under the influence of an electrostatic field, with the vibration of the ions treated through quantum mechanics. In addition, since the ions should acquire a drift motion in the gas, an effective mechanism is employed for the extraction of excess thermal energy from the system. This is accomplished through the use of the technique of “images of atoms,”\textsuperscript{7,8} which we have developed in the past and involves the generation of appropriate initial conditions for the gas atoms that interact with the ions. Then, the excess ion energy will be extracted during the simulation of the ion-neutral collisions uninterruptedly, without the introduction of effective interactions as in the case of other temperature control mechanisms.\textsuperscript{9}

The whole procedure should enable the calculation of the dynamics of the vibrational motion and its possible effect on the rotation and translation of the ions. With computer runs of adequate length, the properties of the vibrational degree of freedom and its correlation to the remaining degrees should be probed as a function of the field strength and the gas temperature. Such effects have already been noted in the past as in vibrationally state-selected experiments of $\text{CO}^+$ in He,\textsuperscript{10} where the ion seems to be more mobile when it is in the second excited vibration state than in the ground state. An analogous observation has been made for $\text{ArH}^+$ in a He dc glow discharge.\textsuperscript{11} Furthermore, vibrational relaxation rates of a considerable number of molecular ions have been measured\textsuperscript{12-14} so far and have been analyzed through scattering calculations based on approximate velocity and orientation distributions of the ions. The current procedure, however, is free from such restrictions even at high field strengths, since the ion motion is simulated accurately at nonequilibrium conditions.

Our method is first tested for the Ehrenfest MF evolution of the quantum degree of freedom against a fully quantal model calculation in analogy to the study of Kohen et al.\textsuperscript{5} In addition, the energy exchange in binary ion-atom collisions is studied using a model interaction potential. The evolution of the classical degrees of freedom need not be tested since the program has been based on a previously developed computer code which has been developed for the simulation of the motion of rigid molecular ions in electrostatic fields.\textsuperscript{15}

Finally, the present approach is applied to $\text{O}_2^+$ in Kr, using a site-site model potential that acquires the depth and the geometry of the minimum of an ab initio intermolecular potential calculated in the past.\textsuperscript{16} Here, we study the reprodu-
tion of the ion mobility experimental data and draw a general conclusion about the accuracy of the interaction potential. In addition, the population relaxation rate of the first excited vibration state of O$_2$ is determined at various field strengths and is compared to results of flow drift tube measurements.

Subsequently, in Sec. II we present the MD method. Then, in Sec. III the quantum-classical mixing procedure is described with modifications pertinent to ion swarm experiments. In Sec. IV, the method is first tested against accurate results for a simple quantum model and subsequently is applied to an actual system (O$_2^+$ in Kr). Finally, in Sec. V we assess the performance of the method and discuss improvements that can extend its use.

II. NONEQUILIBRIUM MOLECULAR DYNAMICS METHOD

We consider noninteracting homonuclear diatomic ions moving in a low-density gas under the action of an electrostatic field. The gas acts as a thermal bath for the ions extracting their excess energy, which is acquired by the action of the external field, through binary uncorrelated collisions. These considerations are consistent with the usual (flow) drift tube experimental conditions.

Under these conditions, the ion-neutral interaction involves an ion and a single neutral atom, and therefore the corresponding Hamiltonian during a collision may be analyzed as follows:

$$H = H_0 + H_C,$$

with

$$H_0 = \frac{p^2}{2\mu} + V_r(r),$$

where $r$ and $p$ are the internuclear separation of the ion and its corresponding momentum, to be treated through quantum mechanics, $\mu$ is the reduced mass of the ion, and $V_r(r)$ is the intramolecular potential of the ion. The second term includes gas, ion, and ion-gas contributions,

$$H_C = H_R + H_t,$$

with

$$H_R = \frac{P_n^2}{2M} + \frac{P^2}{2m}$$

and

$$H_t = \frac{L^2}{2I(r)} + V(r, R_n, R_i),$$

where $R_n$ and $R_i$ represent gas and ion coordinates, respectively, to be treated eventually through classical mechanics. The latter consist of the center of mass coordinates $R_n$ and the two angles $\Omega = (\theta, \phi)$ that orient the ion in space. Also, $P_n$ and $P_i$ are the momenta of the gas atom and of the center of mass of the ion, respectively, and $M$ and $m$ are the masses of the corresponding species. The first term on the right hand side of Eq. (5) represents the rotational energy of the ion, with $L$ and $I$ being the angular momentum and the moment of inertia of the ion. The latter depends on $r$ through $I(r) = \mu(r_m + r)^2$, where $r_m$ is the position of the minimum of $V_r$.

The second term of the above equation involves the ion-atom interactions.

In addition to the sparse ion-neutral interactions, a constant force is applied at the center of mass of the homonuclear ion due to the electric field. Finally, the gas atoms are assumed to interact with one another and to remain always at equilibrium.

To reproduce the ion motion under the above conditions, we extend the use of a nonequilibrium MD method of images of atoms that has been developed in the past and has been successfully applied for the study of transport and dynamic properties of the ions in an electrostatic field involving classical degrees of freedom. Since details of the MD method have been presented in the past, it is sufficient here to mention its main features.

Accordingly, the nonequilibrium character of the ion motion is reproduced by simulating ions under the action of an electric field independently of one another (without forces exerted among them), together with their immediate microenvironment consisting of gas atoms that are initially emerging from a parallel running independent equilibrium MD procedure. These images are created as the gas atoms approach an ion at some specific distance and are followed until they move away from the ion. Thus, effectively, the excess energy accumulated to the ion by the external field is continuously dissipated as thermal energy to images of gas atoms without disturbing the equilibrium state of the gas, which anyway is simulated independently of the ions.

In traditional (flow) drift tube experiments the ion transport is characterized mainly by a drift motion and a superposed anisotropic diffusion with two components, one parallel and one perpendicular to the field. The MD method, likewise, provides the mean velocity of the ions and diffusion coefficients through time integration of relevant velocity autocorrelation functions.

To complete the method, one has to employ a procedure that separates and treats the quantum and classical degrees of the system in a consistent way.

III. MIXED QUANTUM-CLASSICAL METHOD

Since the vibration of a diatomic ion in traditional drift tube experiments involves excitation quanta comparable to the mean thermal energy of the ions, eventually energy is stored in the vibrational motion. This may not affect severely the transport of the ions but the ion transport characterizes critically the distribution of the vibrational energy, as well as the vibrational dynamics and the vibrational relaxation rate in quenching experiments.

It thus appears that the vibrational motion should be simulated along with the translational and rotational motions of the ions in a unified treatment. However, the magnitude of the vibrational energy differences requires consideration of the quantum mechanical nature of the motion. To implement this we employ an MF Ehrenfest method and treat only the vibration of a diatomic ion through quantum mechanics. The main steps of the method and its variations that have been introduced in our approach are presented below.
In a general formulation, initially all degrees of freedom, $r$ and $R = \{r_i, R_{ij}\}$, are treated as quantum variables and the total wave function $\psi(r, R, t)$ is analyzed in two factors, each depending explicitly on $r$ and $R$ variables,

$$\psi(r, R, t) = \varphi(r, t)\xi(R, t)e^{iHt/\hbar},$$  

(6)

with the phase defined through

$$E_r(t) = \int \int \varphi^* \xi_i^0 (H_0 + H_r)\varphi \xi \mathrm{d}r \mathrm{d}R.$$  

(7)

Since the variables $r$ and $R$ differ, in as much as the first is considered fast and the other slow, the phase is further analyzed asymmetrically through a convenient but arbitrary assumption for the slow variable,\(^1\)

$$i\hbar \int \xi \frac{\partial^2 \xi}{\partial t^2} \mathrm{d}R = E,$$  

(8)

with

$$E = \int \int \varphi^* \xi H\varphi \xi \mathrm{d}r \mathrm{d}R.$$  

(9)

This leads then to

$$i\hbar \int \varphi \frac{\partial \varphi}{\partial t} \mathrm{d}r = E_r$$  

(10)

for the fast variable.

The evolution of $\psi(r, R, t)$ is described by the Schrödinger equation

$$i\hbar \frac{\partial}{\partial t}\psi(r, R, t) = H\psi(r, R, t).$$  

(11)

To obtain the evolution of $\varphi(r, t)$ then, one has to introduce $\xi(R, t)$ in the left hand side of the above equation, integrate over $R$, and make use of Eqs. (8) and (10),

$$i\hbar \frac{\partial}{\partial t}\varphi(r, t) = (H_0 + H_r)\varphi(r, t),$$  

(12)

with $H_0$ and $H_r$ defined through Eqs. (2) and (5). The first part, $H_0$, corresponds to a harmonic oscillator of frequency $\omega$, for convenience. Although more realistic model potentials such as the Morse potential can be used, we prefer at present to employ a potential that can be calculated efficiently and still be accurate when only a few vibrational levels are excited. The term

$$H_r = \frac{L^2}{2I_c} + V(r, R, r_i)$$  

(13)

is treated as a perturbation to the harmonic oscillator. The first term, introduced before, involves the coupling between the vibration and the rotation of the ion, V-R coupling, and the second is the potential interaction between the ion and the gas atoms.

The solution of the Schrödinger equation can be accomplished through an analysis of the wave function based on harmonic oscillator eigenfunctions $\varphi_n(r)$ of the unperturbed Hamiltonian,

$$H_0\varphi_n(r) = E_n\varphi_n(r),$$  

(14)

as follows:

$$\varphi(r, t) = \sum_n c_n(t)e^{-iE_n\hbar}\varphi_n(r).$$  

(15)

In dense media it seems appropriate for the wave function to be analyzed in terms of eigenfunctions of Hamiltonians that depend on the instantaneous position of the classical degrees of freedom (which affect the vibrational motion). As the main features of the vibrational motion are found to be followed well in relaxation studies\(^4\) even when the wave function is analyzed through the use of vacuum eigenfunctions, it seems that this elaborate calculation can also be replaced in less dense environments by the simpler implementation of vacuum reference states. This is so because the ions move most of their time without interacting with the neutrals, and the interactions, whenever they occur, perturb weakly the vibrational motion at least at low and intermediate field strengths in traditional drift tube experiments. This issue is discussed also below. The only additional perturbation to the vibrational motion, coming from the continuous action of the V-R coupling, is expected again to affect the vibration rather weakly.

The introduction of the above expression of $\psi(r, t)$ into Eq. (12) produces a well known equation for the $c_n$ expansion coefficients,

$$i\hbar \frac{d}{dt}c_n(t) = \sum_m H^{(1)}_{nm}e^{-i\omega_{nm}\hbar}c_m(t),$$  

(16)

with

$$H^{(1)}_{nm} = \int \varphi_n^*(r)H_r\varphi_m(r)\mathrm{d}r$$  

(17)

and $\omega_{nm} = (E_n - E_m)/\hbar$.

Similarly, in order to obtain the evolution of $\xi(R, t)$, one has to introduce $\varphi^*(r, t)$ in the left hand side of Eq. (11), integrate over $r$, and make use of Eqs. (8) and (10),

$$i\hbar \frac{\partial}{\partial t}\xi(R, t) = \left[ H_R + \int \varphi^*(r, t)(H_0 + H_r)\varphi(r, t)\mathrm{d}r \right]\xi(R, t),$$  

(18)

with the Hamiltonian terms defined through Eqs. (2), (4), and (5).

To proceed further in deriving the classic equations of motion for $R$, we define the moment of inertia $I_c$ through the centrifugal term that appears in the above equation by setting

$$\frac{L^2}{2I_c} = \int \varphi(r, t)^* \frac{L^2}{2I(r)}\varphi(r, t)\mathrm{d}r,$$  

(19)

Then, through representation of $\xi(R, t)$ by $A(R, t)\exp(iS(R, t)/\hbar)$ and taking the limit of $\hbar$ going to zero in Eq. (18), one obtains a Hamilton-Jacobi equation which leads to the usual classic equations of motion,\(^3\) expressed in general form,
where \( R \) and \( P \) denote coordinates (collectively, both \( R_n \) and \( R_i \)) and their conjugate momenta. Thus, the translational motion and the ion center of mass coordinates \( R_i \) included in \( R_f \) follows the Newton equation with the forces defined as averages over the quantal vibrational variable. In the case of the angular variables, expressed in body coordinates, \( P \) corresponds to the angular momentum \( L \) and the right hand side to relevant torques. Since, now, the moment of inertia is not constant but varies in time, the time derivative of \( L \) contains two terms,

\[
\frac{dL}{dt} = I_c \omega + L \dot{\omega}.
\]

Here, the rate of change of the moment of inertia \( I_c \) is calculated from a quantum mechanical average consistent with Eq. (19).

In this treatment the probability of finding the diatomic ion in a vibrational state at certain time is furnished through \( P_n = \lvert c_n(t) \rvert^2 \), assuming that the expansion in terms of vibrational eigenfunctions of the unperturbed diatom is legitimate at low gas density as explained above. The values of the coefficients, in turn, are obtained as statistical averages in time from an ensemble of ions. Finally, the energy of the vibrational mode, \( E_v \), is given by

\[
E_v = \sum_n P_n E_n,
\]

and an effective vibrational temperature can be defined from the energy that is stored in this mode above the zero point energy,

\[
kT_v = \sum_n P_n (E_n - E_0).
\]

Other properties related to the quantal degree of freedom, such as correlations with different molecular modes, can also be determined in principle, though their calculation requires large amounts of computer time.

**IV. APPLICATIONS**

The procedure involves a quantum-classical mixing procedure for the unified treatment of the vibration and the remaining classic molecular and gas degrees of freedom as well as an effective mechanism for maintaining the ion transport at steady state under the action of an electrostatic field. Since the latter technique has been developed for classical molecular ions and has been tested thoroughly in the past, we proceed to study the simulation of the vibrational motion of the ion.

**A. Harmonic oscillator model**

The present approach is first tested against results obtained for a simple analytic model to which the present method can be applied directly after the degrees of freedom of the system are reduced to 2. For this purpose, we have modified the program by considering only one homonuclear diatomic ion to move in one direction, with center of mass coordinate \( R \) and (total) mass \( m \), under the action of an external harmonic potential of force constant \( K = m \Omega^2 \). In addition, the vibration coordinate of the ion, \( r \), represents an oscillator of (reduced) mass \( \mu \) and force constant \( k = \mu \omega^2 \) that has to be treated through quantum mechanics in the mixed approach. The overall Hamiltonian then becomes

\[
H = \frac{p^2}{2 \mu} + \frac{P^2}{2m} + \frac{1}{2} k r^2 + \frac{1}{2} K (r + R)^2,
\]

where \( p \) and \( P \) are momenta of coordinates \( r \) and \( R \), respectively. The evolution of this system can be determined easily through a linear transformation to two decoupled harmonic oscillators. The corresponding mixed quantum-classical treatment, however, is tested for two different harmonic oscillator bases, one defined in vacuum and the other as a Born-Oppenheimer (BO) basis defined instantaneously under the external interaction. The first set of eigenfunctions corresponds to force constant \( k + K \), where the potential energy of the Hamiltonian is rewritten in the form

\[
V = \frac{1}{2} (k + K) r^2 + K r R + \frac{1}{2} K R^2.
\]

The second and third terms on the right hand side of this equation are treated as perturbations to the harmonic oscillator which is represented by the first term. The BO basis, on the other hand, is based on another analysis of the potential energy,

\[
V = \frac{1}{2} (k + K) \left( r + \frac{k}{k + K} R \right)^2 + \frac{1}{2} K R^2,
\]

and requires consistent treatment of the evolution of \( \psi(r,R,t) \) [Eq. (6)]. In this case, \( R \) is treated as a slow-varying coordinate that modifies continuously the oscillator eigenstates. Although the second set is more appropriate for strongly interacting systems, the first one is more convenient and equally accurate in weakly interacting systems.

Detailed testing has shown that the present program reproduces the analytic results for both bases with the accuracy expected from the study of the mixing method by Kohen et al. The most interesting calculated quantity is the probability of finding the internal harmonic oscillator at an (here vacuum) eigenstate. This probability for the ground state is plotted with respect to time in Fig. 1, for an internal oscillator starting from the ground state. In the mixed approach the slow oscillator has been displaced at the turning point of the ground state, \( R_0 \), and in the quantum mechanical treatment it has been represented initially through a Gaussian wave packet centered at \( R_0 \) with width \( \sigma = R_0 \). We find that despite the difference between the mean field and the fully quantum results, which is exemplified here due to the unfavorable conditions for the separation of the coordinates, since the masses of the oscillators are not very different in magnitude, \( \mu / m = 0.25 \), the former follow closely the main variations of the latter in time.

The two simulation results, one obtained by employing a vacuum basis and the other by using interaction (BO) states, appear in Fig. 1 to be almost identical even with the use of coupling constants of high magnitude. In the following we
employ the former basis as it is most convenient and expect the approach to be adequate for interactions in the gas state at least up to intermediate field strengths.

B. Energy exchange under the action of an electric field

Before applying the current method to an actual system we have studied the energy variation during binary \( \text{O}_2^- - \text{Kr} \) encounters under the action of an electrostatic field. Although there are a few model ion-atom potentials\(^{21–23}\) and an \textit{ab initio} potential surface presented in the literature,\(^{16}\) we prefer to employ here a site-site 12-6-4 model potential to describe the ion-atom interaction because it is more efficient for the calculations and is accurate at large separations. The minimum of the model potential, however, is forced to appear at the minimum of the \textit{ab initio} potential, which has been located at distance \( R_m = 3.10 \) Å of Kr from the center of mass of \( \text{O}_2^- \), at depth \( E = 0.173 \) eV and at O–O–Kr angle \( \delta = 139^\circ \).

The total interaction potential acquires the form

\[
V = V_1(R_1) + V_2(R_2),
\]

with the site-site (O–Kr) contributions given by

\[
V_i(R_i) = \frac{E_i}{2} [(1 + \gamma_i)(R_{m,i}/R_i)^{12} - 4\gamma_i(R_{m,i}/R_i)^6 - 3(1 - \gamma_i) \times (R_{m,i}/R_i)^{10}],
\]

where \( R_i \) are the distances of Kr from the \( i \)th O site. The two sets of \((E_i, R_{m,i})\) parameters, representing the depths and the positions of the minima of \( V_i \), should differ from one another in order for the global minimum of \( V \) to be located at the asymmetrical position of the \textit{ab initio} result. The \( R_{m,i} \)'s are found to be \( R_{m,1} = 2.784 \) Å and \( R_{m,2} = 3.480 \) Å, when \( R_1 \leq R_2 \). For the remaining region the values of the parameters have to be interchanged. The depths are constrained through \( E_1 + E_2 = E \), and are assumed to be related through the polarization form of the potential, \( E_i \propto R^{-4} \), around the minimum.

That is, \( E_i R_{m,i}^4 = E_2 R_{m,2}^4 \). The obtained depths are \( E_1 = 0.1227 \) eV and \( E_2 = 0.0503 \) eV. Finally, the gamma parameters are calculated by requiring the long-range part of the potential to match the polarization limit, that is, assuming \( V_1 = V_2 \) at large \( R \),

\[
3E_i(1 - \gamma_i)(R_{m,i}/R_i)^4 = e^2 a_d/2R_i^4,
\]

where \( a_d \) is the dipole polarizability of Kr. The resulting values are \( \gamma_1 = \gamma_2 = 0.1921 \). Finally, for Kr we employ an accurate Lennard-Jones potential with \( E = 171 \) K (or 0.01474 eV) and \( \sigma = 3.60 \) Å.\(^{24}\) The value of the internuclear separation and vibrational frequency of \( \text{O}_2^- \) have been set equal to the experimental values of 1.117 Å and 1876.4 cm\(^{-1}\).\(^{25,26}\)

Using the above interaction potentials we can simulate an ion-atom encounter and monitor the energy transfer among various degrees of freedom. Most of the time the motion of the center of mass of an ion is purely accelerating, and from time to time the motion is disturbed for a short period by the approach of a gas atom. In Figs. 2 and 3 we present various energy contributions for an ion-atom encounter at 3 eV collision energy, with 6 Å impact parameter and the ion initially set in the ground oscillator state. The electric field strength over the gas number density, \( E/N \), is 600 Td, (1 Td = 10\(^{-21}\) V m\(^2\)). It is seen that during the free flight of the ion, before and after the interaction period, both rotation and vibration energies oscillate vividly [Figs. 2(a) and 2(b)], while their sum remains constant in time [Fig. 2(c)]. Numerically, this energy conservation holds within seven significant
figures. In this stage, the relevant total ion energy, which includes translation, vibration, and rotation contributions ($T + V + R$), increases in time due to the action of the electric field [Fig. 3(c)]. When the ion-atom interaction starts, a redistribution of the energies of the particles takes place. We observe in Figs. 2(a) and 2(b) a change of $V$ and $R$ energies of the ion and a variation with a final decrease of their sum, $(V+R)$, in Fig. 2(c). Furthermore, in Fig. 3(a) a decrease of the total ion energy is noticed due to the interaction of the ion with the gas atom. This change becomes vivid if one extrapolates the initial part of the graph and compares it to its final part. The gas atom, in turn, acquires the energy from the ion as seen in the initial part of the graph and compares it to its final part. The energy is noticed due to the interaction of the ion with the gas atom. This change becomes vivid if one extrapolates the energy to the neutral atoms.

It is pleasing to see that all parts of the energy vary consistently under the action of an electric field though only one degree of freedom is treated through quantum mechanics. We can now proceed to the study of the transport and vibrational relaxation of a swarm of ions.

C. Kinetic properties of $O_2^+$ in Kr

The simulation proceeds in four stages. In the first stage, the simulation of the motion of 108 Kr atoms is initiated and followed in an independent MD procedure. When the state of the gas relaxes to equilibrium at 300 K, the simulation of 500 ions is initiated and followed in a second parallel MD procedure, as described in Sec. II. In this (second) stage the ions are forced to acquire certain mean kinetic energies parallel and perpendicular to the field through the use of an effective temperature control scheme. In a third stage the ion transport relaxes unconstrained to its nonequilibrium drift state, and in a final stage, which lasts for about 80% of the whole procedure, statistical averages are calculated by collecting values in time from all ions. At the beginning of the last stage the initial vibration state of the ions is reinstated, though it is only slightly modified during the preceding stages of the simulation. In total, the motion of the ions is followed for about $5 \times 10^5$ time steps of $5 \times 10^{-17}$ s.

Here, we have calculated the mobility, the mean kinetic energies and the population of the ground vibration state of the ion at various electric field strengths. Specifically, the first two moments of the velocity distribution produce an effective temperature control scheme. In a third stage the ion transport relaxes unconstrained to its nonequilibrium drift state, and in a final stage, which lasts for about 80% of the whole procedure, statistical averages are calculated by collecting values in time from all ions. At the beginning of the last stage the initial vibration state of the ions is reinstated, though it is only slightly modified during the preceding stages of the simulation. In total, the motion of the ions is followed for about $5 \times 10^5$ time steps of $5 \times 10^{-17}$ s.

The simulation proceeds in four stages. In the first stage, the simulation of the motion of 108 Kr atoms is initiated and followed in an independent MD procedure. When the state of the gas relaxes to equilibrium at 300 K, the simulation of 500 ions is initiated and followed in a second parallel MD procedure, as described in Sec. II. In this (second) stage the ions are forced to acquire certain mean kinetic energies parallel and perpendicular to the field through the use of an effective temperature control scheme. In a third stage the ion transport relaxes unconstrained to its nonequilibrium drift state, and in a final stage, which lasts for about 80% of the whole procedure, statistical averages are calculated by collecting values in time from all ions. At the beginning of the last stage the initial vibration state of the ions is reinstated, though it is only slightly modified during the preceding stages of the simulation. In total, the motion of the ions is followed for about $5 \times 10^5$ time steps of $5 \times 10^{-17}$ s.

Here, we have calculated the mobility, the mean kinetic energies and the population of the ground vibration state of the ion at various electric field strengths. Specifically, the first two moments of the velocity distribution produce an effective temperature control scheme. In a third stage the ion transport relaxes unconstrained to its nonequilibrium drift state, and in a final stage, which lasts for about 80% of the whole procedure, statistical averages are calculated by collecting values in time from all ions. At the beginning of the last stage the initial vibration state of the ions is reinstated, though it is only slightly modified during the preceding stages of the simulation. In total, the motion of the ions is followed for about $5 \times 10^5$ time steps of $5 \times 10^{-17}$ s.

The mobility has been calculated with 2% uncertainty and is presented in Fig. 4 together with measured mobilities at various field strengths. It seems that the interaction

\[ \nu_d = \langle v_d \rangle, \]

\[ \frac{1}{2} kT_{\parallel} = \frac{m}{2} (\langle v_2^2 \rangle - \langle v_2^2 \rangle^2), \]

\[ \frac{1}{2} kT_{\perp} = \frac{m}{4} (\langle v_2^2 \rangle - \langle v_X^2 \rangle + \langle v_Y^2 \rangle - \langle v_Y^2 \rangle^2), \]

\[ \frac{1}{2} kT_r = \frac{1}{2} (I_{XX} (\langle v_X^2 \rangle - \langle v_X^2 \rangle) + I_{YY} (\langle v_Y^2 \rangle - \langle v_Y^2 \rangle)), \]

where the brackets indicate statistical averages, $v_i$ and $w_i$ are ion velocity and angular velocity components, the latter referring to rotations perpendicular to the molecular axis, and $I_{ii}$ are the moments of inertia of the ion.

The mobility is obtained from $K = \nu_d/E$ and is presented reduced to the standard gas density through $K_0 = KN/N_0$, where $N_0 = 2.686 \times 10^{25}$ m$^{-3}$ is Loschmidt’s constant and $N$ is the gas number density. The rather steady behavior of $K_0$ in time has shown that the vibrational relaxation has little effect on the kinetic properties of the ions. Although a time correlation between the vibration and the rest of the degrees of freedom may exist, the transport properties appear insensitive to the vibrational excitation at low-density drift tube experimental conditions.
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The mobility is obtained from $K = \nu_d/E$ and is presented reduced to the standard gas density through $K_0 = KN/N_0$, where $N_0 = 2.686 \times 10^{25}$ m$^{-3}$ is Loschmidt’s constant and $N$ is the gas number density. The rather steady behavior of $K_0$ in time has shown that the vibrational relaxation has little effect on the kinetic properties of the ions. Although a time correlation between the vibration and the rest of the degrees of freedom may exist, the transport properties appear insensitive to the vibrational excitation at low-density drift tube experimental conditions.

The mobility has been calculated with 2% uncertainty and is presented in Fig. 4 together with measured mobilities at various field strengths. It seems that the interaction

\[ \nu_d = \langle v_d \rangle, \]

\[ \frac{1}{2} kT_{\parallel} = \frac{m}{2} (\langle v_2^2 \rangle - \langle v_2^2 \rangle^2), \]

\[ \frac{1}{2} kT_{\perp} = \frac{m}{4} (\langle v_2^2 \rangle - \langle v_X^2 \rangle + \langle v_Y^2 \rangle - \langle v_Y^2 \rangle^2), \]

\[ \frac{1}{2} kT_r = \frac{1}{2} (I_{XX} (\langle v_X^2 \rangle - \langle v_X^2 \rangle) + I_{YY} (\langle v_Y^2 \rangle - \langle v_Y^2 \rangle)), \]

where the brackets indicate statistical averages, $v_i$ and $w_i$ are ion velocity and angular velocity components, the latter referring to rotations perpendicular to the molecular axis, and $I_{ii}$ are the moments of inertia of the ion.

The mobility is obtained from $K = \nu_d/E$ and is presented reduced to the standard gas density through $K_0 = KN/N_0$, where $N_0 = 2.686 \times 10^{25}$ m$^{-3}$ is Loschmidt’s constant and $N$ is the gas number density. The rather steady behavior of $K_0$ in time has shown that the vibrational relaxation has little effect on the kinetic properties of the ions. Although a time correlation between the vibration and the rest of the degrees of freedom may exist, the transport properties appear insensitive to the vibrational excitation at low-density drift tube experimental conditions.

The mobility has been calculated with 2% uncertainty and is presented in Fig. 4 together with measured mobilities at various field strengths. It seems that the interaction
potential reproduces quite accurately the experimental data, since the observed differences are below the experimental error of 6%. However, since the model potential depends on a few empirical parameters, which were evaluated effectively and affect the calculations variably, the observed conformity may be fortuitous. There are actually indications that the \textit{ab initio} potential may be too shallow. Experimental fluorescence dissociation studies\textsuperscript{29} have produced a depth of 0.33±0.1 eV, which is quite deeper than the \textit{ab initio} result. In addition, plots of $VR^4$ ought to approach $-e^2a_d/2$ at large $R$ from below. However, $VR^4$ remains larger than the limiting value in most geometric arrangements, with bigger discrepancies observed as Kr approaches the center of mass of O$_2^+$ perpendicularly to its axis. These considerations indicate that the interaction potential may be deeper than the \textit{ab initio} one. Such a change in the potential depth would modify the reproduction of the experimental mobility data through our simulation method. Then, compensation to any such modification has to come from changes of the remaining potential parameters which determine the location of the minimum of the potential. In general, such assertions depend on the ability of the inversion of the mobility to produce a unique interaction potential between a diatomic ion and an atom.

The obtained effective temperatures calculated within 5% are presented in Fig. 5 as a function of $E/N$. We observe that the rotation temperature lies close to the mean translational temperature $T_r=(T_t+2T_z)/3$, at least up to intermediate field strengths of about 120 Td, as expected on the basis of a kinetic theory analysis.\textsuperscript{30} At the highest tested field value the coincidence is at the edge of the combined uncertainty of both quantities.

The approach of the two temperatures has also a physical interpretation. Since both the translation and the rotation of the ion exchange energy efficiently only with the translational motion of a structureless gas atom during collisions, the two degrees of freedom should reach an equilibrium with one another, and therefore $T_r=T_r$. This should hold at least up to intermediate field strengths.

**D. Vibrational relaxation of O$_2^+$ in Kr**

Although the ion transport appears rather insensitive to the vibrational relaxation, the latter depends drastically on the nonequilibrium motion of the ion. This is seen in Fig. 6, where calculated and experimental vibration relaxation rates\textsuperscript{12,31} are plotted with respect to the mean collision energy, $\frac{1}{2}kT_{eff}=\frac{1}{2}kT+\frac{1}{2}Mv^2_d$, where $M$ is the mass of Kr. The present results are found to lie constantly above the experimental data, as in the case of previous classical and semiclassical approaches.\textsuperscript{21,22} However, the method reproduces the main qualitative feature of the minimum of the rate coefficient. This nonmonotonic behavior has been interpreted in the past through phenomenological considerations\textsuperscript{13,14} and analyzed semiquantitatively through classical and quantum mechanical treatments.\textsuperscript{21,22,32–34} It has been suggested that at low $T_{eff}$ the vibration relaxation is assisted by the formation of a weak transient complex. At high $T_{eff}$ the direct ion-atom collision process seems to dominate the relaxation process.

The statistical averages of such results depend on presumes velocity and orientation distributions which in general
can be approximated well only close to equilibrium. The present method is free from such approximations since it produces the mean translational and rotational motions and the associated dynamics of the ions accurately even at high electric field strengths. The vibrational motion, however, is treated through a mean field quantum approach which should be most accurate at low vibrational excitation. Even so, a detailed analysis of the relaxation mechanism through our method requires long computer runs, especially due to the fact that at small $T_{\text{eff}}$ (or field strength), the ion-atom collision rates decrease. Results along this line are deferred to future studies.

V. CONCLUSIONS

A mixed quantum-classical MD method is presented for the simulation of the vibrational motion of swarms of ions moving in gases under the action of an electrostatic field. The method has been constructed through the introduction of a quantum vibrational degree of freedom in a previously designed MD method for rigid rotors. Comparisons against analytic model results show conformity to the results of Kohlon et al.\(^6\) from tests of a similar mean field approach.

The application of our method for $\text{O}_2^+$ in Kr, using a 12-6-4 site-site model potential that has been forced to fit an $ab\text{ initio}$ interaction potential around the minimum and acquires the right polarization long-range limit, is found to reproduce quite well the experimental mobility data available in the literature. In addition, the relaxation rate of the first vibration state is calculated for various field strengths and is found to lie close to measured relaxation rates at the edge of the combined experimental and calculation uncertainty.

Improvements for accommodation of higher vibration excitation energy can be implemented easily by employing a Morse $\text{O}_2^+$ intramolecular potential and time evolving (BO) vibration states. The method can furnish additionally the mean vibration energy as well as the correlations between the vibration and the other molecular degrees of freedom.
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